IN THIS ISSUE:

Dissolved Organic Matter in the Edwards Aquifer

Lampenflora Growth Control Methods

Climate Driven Base Level Changes in West Virginia

Mineralogy of Manganese Oxide Cave Deposits

AND MORE...
LAMPENFLORA ALGAE AND METHODS OF GROWTH CONTROL
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Abstract: Karst caves are unique natural features and habitats where specialized organisms live. Some caves are also important as cultural heritage sites. In recent decades, many caves have experienced intensified tourist visits. To attract visitors, artificial illumination was installed that changed conditions in the caves. As a result, communities of organisms called lampenflora develop in close and remote proximity to lights. These phototrophic organisms are inappropriate from an aesthetic point of view and cause the degradation of colonized substrata, which is a particular problem in caves with prehistoric art. Key factors that allow lampenflora to grow are light and moisture. Illuminated spots in caves can be quickly colonized by algae, some of which have broad tolerances for different substrata. Several phototrophs can survive in caves even at photon flux densities lower than the photosynthetic compensation point. In this paper, the pros and cons of physical, chemical, and biological methods to control phototrophic growth are reviewed and discussed. Experiences in show caves can be helpful in controlling undesirable algal growth in other environments.

INTRODUCTION

Caves have a special place in human history. Early in prehistory, humans discovered that caves can provide suitable temporary or permanent shelters. Later, man developed a different relation with caves, not only as shelter but also for their natural beauty and inspiration. In many caves around the globe, remnants of prehistoric man are found. Especially interesting are those caves with paintings. Many caves of natural and cultural importance are listed on the United Nations Educational, Scientific, and Cultural Organization (UNESCO) World Heritage List. Cave tourism is considered to be one of the oldest forms of tourism.

In recent decades, many caves have experienced intensified tourist visits. To attract visitors, artificial illumination was installed. Illuminated areas such as rocky surfaces, sediments, and artificial materials around lamps quickly become colonized by phototrophic organisms. This complex community of autotrophic photosynthetic organisms is called lampenflora and develops in natural and artificial caves around artificial light sources (Dobat, 1998). In this lampenflora community, various aerophytic algae, as well as some mosses and ferns dominate, and are usually strongly adhered to the substratum. Mosses and ferns, also part of lampenflora, are not discussed further because in the early phase of colonization and succession, algae, both prokaryotic cyanobacteria and eukaryotic algae, usually play the most important role, while mosses and ferns appear later in the succession. Vascular plants are sometimes found, but almost always as germinating shoots (Martinčič et al., 1981). Lampenflora is, relative to the aerophytic phototrophs from the cave entrances, completely independent of sunlight and other external climatic factors. In comparison with sunlight, artificial light sources show no oscillations in light intensity. Dobat (1972) named spots with growing lampenflora ecosystems in formation.

One of the characteristics of the natural cave environment is low nutrient input (Simon et al., 2007) that is changed with the introduction of light energy. Such drastic changes to the cave ecosystem directly and indirectly influence cave fauna. Higher nutrient input in cave environments enables newcomers to be more competitive than the originally present troglomorphic organisms. Consequently obligate cave-dwelling organisms are threatened and may become extinct without restoration of previous natural conditions (Pipan, 2005).

In the last few years, many different views about unwanted phototrophs in caves have appeared, but the main question was not what these green cave dwellers are, but how to prevent their growth (Planina 1974; Ash et al., 1975; Caumartin, 1977; Caumartin, 1986; Iliopoulou-Georgoudaki et al., 1993; Gurnee, 1994; Byoung-woo, 2002; Hazslinszky, 2002; Lochner, 2002; Olson, 2002; Merdenisianos, 2005). An important problem occurs when lampenflora becomes covered with CaCO3, irrespective of whether this carbonate is a result of abiotic or biotic precipitation. Such an amorphous mix of dead phototrophs and CaCO3 irreversibly destroys the natural heritage of speleothems or other objects of cultural value (Mulec, 2005). Loss of historic paintings and objects in caves due to biological activities is becoming an important problem. The purpose of this paper is to review various methods to control lampenflora growth and to select the most appropriate one.
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ALGAE OF THE LAMPENFLORA COMMUNITY

Biodiversity of lampenflora is low compared to the flora from cave entrances where cyanobacteria are dominant (Palik, 1964; Golubić, 1967; Buczko and Rajczy, 1989; Vinogradova et al., 1995; Vinogradova et al., 1998; Asencio and Aboal, 2000a, b; Uher and Kováčik, 2002; Mulec et al., 2008). Mulec et al. (2008) demonstrated that the concentration of chlorophyll a per unit surface area of lampenflora algae was slightly higher (max. 2.44 μg cm⁻²) compared to the epilithic algae from the cave entrance (max. 1.71 μg cm⁻²). This difference can be explained due to the different light regimes in both microhabitats (i.e., changing light quality and irradiance levels during the day in the cave entrance), different periods of illumination, different in situ moisture levels, and different species composition. Generally speaking, areas around lamps have more stable conditions because they are deeper in the constant zone of the cave (Mulec et al., 2008).

As reported by Garbacki et al. (1999) in Belgian caves, Cyanobacteria made up 54% of the phototrophic organisms, Chrysophyta 30%, and Chlorophyta 16%. Dobat (1970) and Chang and Chang-Schneider (1991) recorded the percentages of phototrophs in German caves; Cyanobacteria 55%, Chrysophyta 14%, and Chlorophyta 31%. Cyanobacteria also prevailed in Slovenian caves with 51%, followed by Chrysophyta 27%, and Chlorophyta 22% (Dobat, 1973; Martinčič et al., 1981; Krivogard-Klemenčič and Vrhovšek, 2005; Mulec, 2005; Mulec et al., 2008). It was shown that cyanobacteria, Aphanothece castagnei and Gloeocapsa sanguinea, and green alga, Stichococcus bacillaris, were part of lampenflora in all three countries. Other species that appeared with high frequency included Aphanothece greguillei, A. muscicola, Chondrocystis dermatocroa, Chroococcus varius, C. westii, Gloeocapsa atrata, G. compacta, G. rupestris, Gloeocystis rupestris, Leptolyngbya hiruda, L. perelegans, Phormidium retzii, Schizothrix calcicola, Scytonema julianum (Cyanobacteria), Achnanthes sp., A. lanceolata, Elipsoïdion oocystoides, Navicula contenta, Pinnularia borealis (Chrysophyta), Chlorella miniat, Gloeocystis polycystica, Klebshormidium flaccidum, Pleurococcus vulgaris, and Trentepohlia aurea (Chlorophyta).

As soon as a lampenflora community is established, these phototrophic organisms start to colonize new, not yet established substrates. Although cyanobacteria are the most adaptable phototrophs to extreme environments, in habitats with less environmental stress, like illuminated spots around lamps, they are easily overgrown by fast-growing eukaryotic algae (Mulec, 2005). In a growth experiment, after 25 days of cultivation under cave conditions, the green alga Chlorella sp. had a 10-times greater increase in cell count when compared to the cyanobacterium Chroococcus minutus (Mulec et al., 2008). The two organisms are two common phototrophs that are found in subaerophytic habitats in caves. In the mature stage of species succession in the lampenflora community, cyanobacteria become much more abundant, and thus, community composition becomes more similar to the community from a cave entrance where cyanobacteria dominate (Mulec et al., 2008).

In another experiment, limestone disks placed around lamps in show caves were colonized by the following phototrophs: Apatococcus lobatus, Chlorella sp., Lyngbya sp., Nostoc sp., Navicula mutica, and Trentepohlia aurea. Similar composition of the algal community was observed when limestone disks were covered with Jaworski agar (Mulec, 2005), a culture medium commonly used in algology (Warren et al., 1997). Organisms identified on disks covered with agar were: Apatococcus cf. lobatus, Chlorella sp., Lyngbya sp., Stichococcus bacillaris, and Trentepohlia aurea. This later experiment confirmed that eukaryotic microalgae successfully and quickly colonize new stony surfaces around lamps. Fast-growing phototrophs can quickly re-colonize former niches, even with a high frequency of cleaning of rocky surfaces with biocides. Microscopic observations of scrapes from disk surfaces showed that disks covered with agar were colonized to a greater extent by bacteria and fungi when compared to the disks without agar covering (Mulec, 2005). Nevertheless, lampenflora algae are usually ubiquitous, fast reproducing, and adaptable soil algae (Rajczy, 1989). Existence of algae and other higher plants (i.e., ferns and mosses deep in show caves) demonstrates effective transport of viable propagules from outside the caves.

KEY ENVIRONMENTAL FACTORS THAT INFLUENCE LAMPENFLORA GROWTH

Three modes of transport of viable propagules into the karst underground can be distinguished: air currents, water flow, and introduction by animals and humans. (Dobat, 1970; Vegh, 1989). Conditions deep in the cave are usually very stable, but that can be changed when high amounts of energy are introduced. An important factor in the spreading of lampenflora and other organisms is local air currents caused by warm air in the proximity of strong lamps, especially halogen ones (500–1000 W) (Vegh, 1989). Increased temperature notably influences algal growth. Pulido-Bosch et al. (1997) used an incandescent lamp and found that at a distance of 50 cm from the light source the temperature was 8 °C higher than elsewhere. Even low energy lamps can change the cave climate. Mulec (2005) showed that relative humidity 20 cm from a 108 W lamp dropped from normal cave relative humidity of 95% to only 73% relative humidity (Fig. 1). Frequency of switching lights on and off affects relative humidity and temperature. At the point where the highest drop of relative humidity was observed, Mulec (2005) measured a temperature increase of 1.6 °C. Lampenflora do not develop in the immediate vicinity of strong lights due to very high temperature that kills the organisms. Visitors can
also increase cave temperatures. Mais (2004) reported that the presence of visitors in ice caves can start to melt the ice. As a consequence of mass tourism in caves, CO₂ concentration can exceed 5000 ppm (Pulido-Bosch et al., 1997). In addition to the natural corrosion processes in caves, the combined effect of an increase in CO₂ concentration and temperature variations induced by visitors can directly affect the intensity, and even the development, of wall corrosion processes. As shown by Sánchez-Moral et al. (1999) in a case study of Altamira Cave (Spain), the corrosion induced by visitors can be up to 78 times greater than the corrosion arising from natural processes.

Aerophytic algae can survive in the environment only when humidity is high enough. Generally, the presence of running and seeping water accelerates growth of plants in caves (Martincîc et al., 1981). Another important ecological parameter that affects algal growth is the type of substratum and the presence of sediment (Martincîc et al., 1981; Chang and Chang-Schneider, 1991). Shade acclimatized algae (e.g., from caves) have high photosynthetic efficiencies and low light saturation (Grobbelaar et al., 2000). Some lampenflora algae can survive and reproduce even at light intensities that are lower than the photosynthesis compensation point (i.e., light intensity at which the amount of CO₂ fixed in sugars during photosynthesis is equal to the CO₂ released during respiration). In Slovenian show caves, growth of algae can appear in a light intensity as low as 0.33 µmol photons m⁻² s⁻¹ (Mulec, 2005). Martincîc et al. (1981) showed that algae in caves can survive at photon flux densities in the range of 0.5 to 1 µmol photons m⁻² s⁻¹. Cyanobacteria and diatoms have an average compensation point between 5 and 6 µmol photons m⁻² s⁻¹, while for green algae, it is generally around 21 µmol photons m⁻² s⁻¹ (Hill, 1996). In caves, heterotrophy must then play an important role, which is the case for many planktonic and benthic algae (Tuchman, 1996).

**Interaction of Phototrophs with Substratum**

Complex microbial communities can be found not only as an epilithon, but also inside the rock endolithon. For successful colonization, epilithic organisms must develop in a close interaction with the substratum. A substratum and its characteristics at the micro-level are one of the key factors for aerophytic algae, which were demonstrated with the absence of correlation between photon irradiance and chlorophyll a concentrations (Mulec et al., 2008). Epilithic algae also take up essential elements for growth from the base on which they are adhered (Warscheid and Braams, 2000; Hoffmann, 2002). In some cases, a substratum may not support, or can even inhibit, growth of organisms.

Organisms have developed several strategies to take up minerals by utilizing biogenic organic acids and siderophores (Warscheid and Braams, 2000). The often anionic exopolymers strongly absorb cations and dissolves organic molecules from the underlying minerals (Hoffmann, 2002). During the process of mechanical destruction of the rock, the cyanobacterial sheath and various polymers of the outer cell layers play an important role because they can absorb and release huge quantities of water. Such extension and contraction can mechanically destroy the substratum, which is even more evident when water freezes (Asencio and Aboal, 2001). All these biological activities lead to bio-oxidation of minerals and changes in the mineral structure of the rock, which leads to destruction, weathering, and increased porosity and permeability of water deep into the rock (Warscheid and Braams, 2000). Using pH electrodes at the micro-level, Albertano (1993) and Hoffmann (2002) demonstrated photosynthesis linked alkalization of the surrounding milieu, simultaneously with acidification from CO₂ released during fermentation and respiration. Alkalization during illumination induces precipitation of mineral mixtures (Albertano et al., 2000).

In poorly illuminated cave environments, the cyanobacteria Geitleria calcarea and Scytonema julianum are frequent cave dwellers. For both species, deposition of calcite on cell filaments at a thickness of up to 30 µm was observed. Incrustation of G. calcarea was probably controlled by the organism itself (Pentecost and Whitton, 2000). On the outer cell layers of Leptolyngbya and Discherella, a huge amount of CaCO₃ was also observed (Albertano, 1997). Precipitation of mineral particles on sheaths causes epilithic strains to become endolithic (Asencio and Aboal, 2001). In caves, G. calcarea, S. julianum, Loriella osteo-phiila, and Herpyzonema pulverulentum are the best characterized organisms that are able to mobilize calcium ions from the carbonate substrata (Hernandez-Marine and Canals, 1994; Hernandez-Marine et al., 1999).
Biodeterioration processes are undesirable in caves of special cultural or natural heritage. A thick biofilm composed of phototrophs responsible for calcite precipitation and bio-corrosion growing on illuminated prehistoric and more recent cave paintings has been identified by Pietrini and Ricci (1993), Asencio and Aboal (2001), and Cañaveras et al. (2001). It seems that light intensity influences the change of the organisms from epilithic to the endolithic phase (Asencio and Aboal, 2001). When illumination is too high, some epilithic algae simply switch to the endolithic phase. Depending upon the growth as epilithic or endolithic, some species can change their cell size (Asencio and Aboal, 2000b). However, once the substratum is colonized by these organisms and precipitation of CaCO$_3$ starts, the deposited carbonate can act as protection against excessively high photon-flux intensity. Extremely strong illumination causes other changes on the substratum to appear. In Castelana Cave (Italy), it was observed that at a distance of 50 cm from a 1000 W lamp, aragonite crystals started to grow over calcite stalagmites (Hill and Forci, 1997).

**Control of Growth of Phototrophs in Caves**

As previously discussed, the lampenflora has various negative effects on the cave environment and in caves with important cultural heritage. Problems connected with illumination and phototrophic biofilms are usually not properly solved. The main obstacle is because the cause (i.e., light) remains on the site and the proper way of preventing lampenflora growth is still missing. The simplest solution to preventing lampenflora growth in a cave would be complete removal of existing phototrophic communities, cessation of the illumination, and abolition of tourist visits, which of course, is not acceptable to the cave management.

Some algae can tolerate the absence of illumination for short or longer periods of time (Dalby, 1966). Once visible lampenflora appears it should be removed. Hazslinszky (2002) reported that in Baradla Cave (Hungary) without any intervention, lampenflora spread quickly, doubling from 1977 to 1984.

Many approaches to lampenflora control in caves have already been tested, including physical, chemical, and biological control.

**Physical Methods**

Cleaning of speleothems overgrown by algae with water and brush is not recommended because the infestation can be more easily dispersed throughout the cave (Rajczy, 1989; Hazslinszky, 2002). The mechanical removal of lampenflora with water and brushes damages the fragile crystals structure of speleothems. Cleaning with high pressure vapour destroys tiny flowstone forms (Ash et al., 1975).

The simplest way to restrict lampenflora growth is time limited illumination of the caves with an automatic switch system to shut down the lighting whenever the user is absent. Planina (1974) estimated that lampenflora cannot develop to a great extent if illumination in the cave does not exceed 100 h yr$^{-1}$. Growth and spread is further limited if illumination of damp surfaces is avoided (Rajczy, 1989). Byoung-woo (2002) recommended increasing the illumination distance between speleothems and light source by more than two meters.

Growth of phototrophs can be notably diminished by the reduction of light intensity (Gurnee, 1994) and by using special lamps that emit light at wavelengths which do not support maximum absorption of the main photosynthetic pigments (Caumartin, 1986). In Mammoth Cave (USA), Olson (2002) used light-emitting diodes (LEDs) to control lampenflora. Yellow-light (595 nm) LEDs at an intensity of 49.5 lx prevented growth for 1.5 years after complete lampenflora removal. Despite the yellowish light, the LEDs still gave a natural appearance to the cave ( Olson, 2002). Quantitative analyses of biofilms formed by the cyanobacterium, *Gloeothece membranacea*, and green alga, *Chlorella sorokiniana*, illuminated exclusively with white or green light suggested that illumination by green light can be a possible treatment for preventing photosynthetic biofilm growth (Roldán et al., 2006). Lochner (2002) determined that using ozone producing lamps did not significantly diminish the lampenflora in Saalfelder Feengrotten Cave (Germany). Suppression of the lampenflora can be achieved using UV irradiation due to its known germicidal effect, but it was shown that it has only a transitory suppressing effect (Dobat, 1998). Lampenflora does not develop, or it develops very slowly, if a dispersed mode of illumination is used, as was done at the speleotherapy station for patients with pulmonary diseases of Sežana Hospital (Slovenia) (Mulec, 2005). Several health centers around the world use speleotherapy to heal bronchial, allergic, and rheumatic diseases. The healing effect is attributed to special properties of air in the subterranean spaces, stability of the temperature, humidity, pressure, and content of gaseous components. The ions in aerosols have not only local disinfectant and anti-inflammatory effect, but they also stimulate the human immune system (Jirka, 1999).

More attention should be applied to planning the illumination system in newly opened show caves and to renovation of systems in existing show caves. An important step in controlling lampenflora growth is appropriate installation of lamps and housings and modes of illumination. In caves with previously installed lamps, lighting of individual sectors with automatic switch systems must be implemented as soon as possible. Reducing the intensity and period of illumination also brings a benefit in reduced energy costs. Light spectra of lamps must be carefully considered. Illuminated places and spots that would be interesting for tourists must be carefully selected, especially places with dripping and seeping water. Lighting sediments and mud should be avoided. Touching of speleothems by
visitors with clothes, fingers, or other materials should be reduced as much as possible, because this results in introduction of nutrients and microbes into caves and cessation of carbonate deposition. Finally, placement of lamps in areas with strong air circulation should be thoroughly considered due to possible increases in lampenflora dispersion.

**Chemical Methods**

Chemical substances which would be suitable to control lampenflora growth must fulfill the criteria of minimum side effects on the cave environment and organisms while providing humans with high efficacy in suppressing phototrophs. These biocides should have long lasting effects without any negative influences on cave rocks, speleothems, and electro-installation materials.

Use of DCMU (diuron, N-3, 4-dichlorophenyl-N’-dimetil urea) and bromine compounds as suggested by Caumartin (1977) are absolutely inappropriate due to toxicity. Selective herbicides such as Atrazine (6-Chloro-N-ethyl-N’-(1methylethyl)-1,3,5-triazine-2,4-diamine) and Simazine (6-Chloro-N,N’-diethyl-1,3,5-triazine-2,4-diamine) are not suitable for widespread use in caves since the green coloring on the karst formations persists (Grobbelaar, 2000).

Effective and less toxic biocides are sodium hypochlorite (NaOCl) (Zelinka et al., 2002) or calcium hypochlorite (Ca(OCl)₂) (Iliopoulou-Georgoudaki et al., 1993), but some filamentous cyanobacteria, such as *Scytonema julianum* and *Leptolyngbya* spp. trapped in the pores of bedrock, can still survive and later reproduce (Iliopoulou-Georgoudaki et al., 1993). Other authors have suggested formalin (Cubbon, 1976; Caumartin, 1986; Merdenisianos, 2005), cupric ammoniac solution (Merdenisianos, 2005), or butyl alcohol (Hill and Forti, 1997). Sodium hypochlorite successfully restricts growth of lampenflora in caves, but it represents a large burden for the cave environment. From the hypochlorite solution, gaseous chlorine can be released. In the reaction of hypochlorite with ammonia and other nitrogenous compounds, toxic chloramines and even carcinogenic trihalomethanes are released. Low chlorine concentration in the cave environment can kill microbota, which represents an important source of nutrients for cave-dwelling organisms. Chlorine causes lowering of the pH and thus dissolves calcite (Faimon et al., 2003). Even Ca(OCl)₂ is a quite efficient biocide, but it is, like NaOCl, responsible for reddish coloration of carbonate substrata due to the oxidation of Fe²⁺ into Fe³⁺ that precipitates as an amorphous iron hydroxide (Fe(OH)₃) (Iliopoulou-Georgoudaki et al., 1993).

For suppressing lampenflora growth, Faimon et al. (2003) suggested use of hydrogen peroxide (H₂O₂) instead of an aggressive 5% aqueous solution of NaOCl. The key question regarding using H₂O₂ is what concentration is high enough to destroy the lampenflora and yet does not have a deteriorating effect on speleothems. A 15% solution of H₂O₂ is sufficient to kill phototrophic organisms if it is applied three times over two to three weeks. However, even a 15% solution of H₂O₂ attacks carbonate bedrock more aggressively than karst water (Faimon et al., 2003). Grobbellar (2000) suggested the following procedure to eradicate lampenflora: application of 200–500 mg L⁻¹ H₂O₂ and after 5–30 minutes washing and collecting of the wash water. If lampenflora persists, the application can be repeated or UV-C radiation can be applied, or the area can be sprayed with 20–50 m L⁻¹ of Atrazine. Grobbellar (2000) experienced that spraying with H₂O₂ and washing is only required once every six months to a year due to the slow growth rates of the algae. In practice, in order to kill lampenflora in show caves, other commercially available biocides are also applied.

In some caves, lampenflora becomes progressively covered with flowstone and it turns slowly into an amorphous greenish mass of dead biomass. Yellowish-green speleothems remain preserved in caves for years, because the main photosynthetic pigment chlorophyll *a* is not water soluble and carbonate depositing dripping water cannot simply rinse it away (Mulec, 2005). To remove the green color from flowstone, one should use a solution in which chlorophyll *a* is soluble and that has minimal effects on the cave environment. As eligible substances, several non-polar solvents can be used, including alcohols, diethyl ether, benzene, or acetone (Meeks, 1974). Procedures with minimal negative effects on the environment should be developed. In any case, the porosity and permeability of each flowstone should be taken into consideration, which further complicates the procedure.

**Biological Methods**

To date, no studies on the use of biological methods to control lampenflora have been done. One possible way to restrict lampenflora growth is the use of biological antagonists like genetically modified viruses. Another approach would be inactivation of those factors which are crucial for development and establishment of lampenflora community, such as cell signalling molecules, or molecules which are necessary for metabolism of iron (Albertano, 2003).

**Conclusions**

Caves are important for humans because they represent geomorphologic, geologic, biologic, historical, archaeological, and paleontological laboratories. Caves are sometimes the only source of information of past geological events. People visit caves due to esthetical, recreational, educational, health, and religious purposes. Anthropogenic influences in fragile cave environments have many consequences; and therefore, everything should be conducted in a way that minimizes the impact on the environment.
ways that minimize these effects (Boston et al., 2004). In artificially illuminated caves, lighting results in temperature and relative humidity changes in the cave environment. Lampenflora growth as a result of this interference must be restricted. To control its growth, several physical, chemical, and biological methods can be adopted. However, at the moment, there is no ideal solution. The most suitable method, or combinations of methods, are still under investigation.

Cave management should not open new parts of a cave or new caves to the public without careful study, and cave management should not show everything in the brightest way to the tourists. Rather, it should be done in such a way so that some natural or cultural heritage remains in dim aspect of admiring beauty, as it was at the beginning of cave tourism.

ACKNOWLEDGEMENTS

Some results included in this paper were accomplished in the framework of the project no. Z6-7072 “Role and significance of microorganisms in karst processes” supported by the Slovenian Research Agency. The authors are grateful to David C. Culver for helpful comments on an earlier version of the manuscript and revision of the English text.

REFERENCES


Asencio, A.D., and Aboal, M., 2000a, Algae from La Serreta cave (Murcia, SE Spain) and their environmental conditions: Archiv für Hydrobiologie: Supplementband, Algological Studies, v. 131, no. 96, p. 59–78.


Journal of Cave and Karst Studies, August 2009 • 115


ENTOMOPATHOGENIC FUNGI CARRIED BY THE CAVE ORB WEAVER SPIDER, *META OVALIS* (ARANEEA, TETRAGNATHIDAE), WITH IMPLICATIONS FOR MYCOFLORA TRANSFER TO CAVE CRICKETS

JAY A. YODER¹, JOSHUA B. BENOIT², BRADY S. CHRISTENSEN¹, TRAVIS J. CROXALL¹, AND HORTON H. HOBBS III¹

**Abstract:** We report the presence of the entomopathogenic fungi, *Beauveria* spp. and *Paecilomyces* spp., associated with female adults of the cave orb weaver spider, *Meta ovalis*, from Laurel Cave (Carter Cave State Resort Park, Carter Co., Kentucky). There was also an abundance of saprophytic *Aspergillus* spp., *Mucor* spp., *Penicillium* spp., *Rhizopus* spp., and to a lesser extent, *Absidia* spp., *Cladosporium* spp., *Mycelia sterilia*, and *Trichoderma* spp. These are mostly saprobes that reflect the mycoflora that are typical of the cave environment. Incubation at 25 °C resulted in increased growth of all fungi compared to growth at 12 °C (cave conditions) on each of four different kinds of culture media, indicating that the cave environment is suppressive for the growth of these fungi. Topically-applied inocula of *Beauveria* sp. and *Paecilomyces* sp. (spider isolates) were not pathogenic to *M. ovalis*, but these fungi were pathogenic to the cave cricket, *Hadenoecus cumberlandicus*. One possibility is that the *Beauveria* sp. and *Paecilomyces* spp. carried by *M. ovalis* could negatively impact the survival of cave crickets that co-occur with these spiders, thus possibly altering the ecological dynamics within the caves.

**INTRODUCTION**

A mycological survey of the cave orb weaver spider, *Meta ovalis*, was done to provide information related to factors that may influence spider population dynamics. We determined which fungi may be potential spider pathogens (internal mycoflora) and which may be spread to other cavernicolous invertebrates (external mycoflora), especially cave crickets. Our study was done in Laurel Cave (38° 22‘ 30.8” N, 83° 06‘ 55.4” W), in the cold, dry upper level (Pfeffer et al., 1981). This is a small cave (total length 1019 m) developed in Mississippian limestone and located in Carter Cave State Resort Park, Carter Co., Kentucky where these spiders have been found to be particularly abundant. *M. ovalis* occurs most commonly in the entrance and twilight zone of Laurel Cave and occasionally in the deeper parts of the cave. Whether migration occurs between cave and epigean environments is not known, but they can be found outside on occasion. We do not usually observe individuals of *M. ovalis* especially close to one another; they appear to be inactive most of the time, hanging attached to some part of the web, seemingly more on the periphery, but whether this is the preferred placement on the web is not known. Little, if any, information exists on their reproductive cycle or life history. They are not classic cave-adapted organisms that are K-strategists that produce a very small number of offspring (Hobbs, 1992); rather, they produce a sizeable egg case (exact number of eggs is not known) with numerous offspring, thus being more characteristic of r-strategists. Exact data on their longevity are lacking, but we speculate that they have a fairly long life (Lavoie et al., 2007).

In Laurel Cave, individuals of *M. ovalis* are virtually never found on the cave floor or low on cave walls and appear to prefer ceilings and upper walls in areas that are recessed (termed kettles or bells) and out of the desiccating impact of air currents. Often, these spiders are in close proximity to cave crickets (both *Ceuthophilus* spp. and *Hadenoecus cumberlandicus*), sometimes as close as several centimeters, with no apparent impact on crickets (Yoder et al., 2009) even though they are regarded as cricket predators. Millipedes, other spiders, and carabid beetles are other possible prey (Lavoie et al., 2007). *Hadenoecus* spp., in particular *H. cumberlandicus* in Laurel Cave, are notoriously found in caves and have importance as a keystone species by supplying food (guano) to an array of millipedes, flies, and beetles that reside under the cricket roost (Lavoie et al., 2007). Dense aggregations, consisting of up to hundreds of individuals, are the hallmark behavior of *Hadenoecus* spp. (Studier et al., 1986; Yoder et al., 2002). In Laurel Cave, *M. ovalis* is reliably found close by these cricket aggregations (Yoder et al. 2009), which makes *M. ovalis* relevant for influencing the cave ecosystem by impacting the cave crickets.

¹ Department of Biology, Wittenberg University, Ward Street at North Wittenberg Avenue, Springfield, OH 45501. jyoder@wittenberg.edu

² Department of Entomology, The Ohio State University, 318 West 12th Avenue, Columbus, OH 43210
Table 1. External mycoflora of cave orb weaver spider, *Meta ovalis*, from Laurel Cave (Carter County, Kentucky, USA). NA, nutrient agar; BA, blood agar; MMN, modified Melin-Norkrans agar; PDA, potato dextrose agar.

<table>
<thead>
<tr>
<th>Fungi</th>
<th>NA</th>
<th>BA</th>
<th>MMN</th>
<th>PDA</th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absidia spp.</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>8.3</td>
</tr>
<tr>
<td>Aspergillus spp.</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>11</td>
<td>22.9</td>
</tr>
<tr>
<td>Beauveria spp.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4.2</td>
</tr>
<tr>
<td>Cladosporium spp.</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>4.2</td>
</tr>
<tr>
<td>Mucor spp.</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>14.6</td>
</tr>
<tr>
<td>Mycelia sterilia</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>8.3</td>
</tr>
<tr>
<td>Paecilomyces spp.</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2*</td>
<td>4.2</td>
</tr>
<tr>
<td>Penicillium spp.</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>7*</td>
<td>14.6</td>
</tr>
<tr>
<td>Rhizopus spp.</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>16.7</td>
</tr>
<tr>
<td>Trichoderma spp.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>6</td>
<td>19</td>
<td>15</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

*Fungus that was also isolated internally.

**METHODS**

A total of 40 spiders were used; ten each for four different embedding media, with five being used for external isolations and five being used for internal isolations. The test group of 40 spiders represents several collecting trips, 2004–2007, to prevent depleting the population, but they were collected during the same time of year, August–November. The test groups were divided, one for growth at 12 °C and the other at 25 °C.

Standard aseptic technique was followed for spider collection, and specimens were plated less than 12 h after collection. Only female adults spiders were used (identified according to Ubick et al., 2005). Embedding media were blood agar-lyophilized bovine blood (BA), modified Melin-Norkrans agar (MMN), nutrient agar (NA) and potato dextrose agar (PDA) to maximize recovery of fungi that might be fastidious. Incubation conditions were 12 ± 1 °C (to mimic Laurel Cave; Hill, 2003) in total darkness.

Preparation of samples for external fungus recovery involved placing a spider into a Petri dish, covering with molten embedding media (one dead spider per dish), incubation, daily examination (100×) for hyphae (typically 5–10 days), excising a single hyphal tip by a scalpel (100×, tracing hypha to spider’s body surface), placing the agar block containing tip on a fresh plate of solidified media, and daily examination until culture characteristics appeared for identification (criteria of Barnett and Hunter, 1998). Isolates that failed to produce identifiable structures were designated as *Mycelia sterilia*; sterility is common for cave fungi due to unchanging environmental conditions and darkness (Chapman, 1993).

The procedure for internal fungus recovery was similar, except the spider was washed (twice for 1 minute each) in sterile deionized (DI) water, then mild bleach solution (DI water-absolute ethanol-5.25% NaOCl; 18-1-1, v/v/v) followed by two DI water rinses, and the body was quartered (one body portion/plate) prior to embedding (Currah et al., 1997; Zettler, 1997; Yoder et al., 2003).

The radial growth rate of each fungus was determined using the trisecting line method as described by Currah et al. (1997). Three lines were drawn on the bottom of a Petri dish radiating from the center of the dish 40° from each other. The dish was filled with agar and allowed to solidify. A 1 cm³ block of mycelium from an established culture was placed on the agar surface in the center over top of the point of intersection of the three lines and incubated (12 °C and 25 °C, darkness). Each day for the next five days, measurements were taken along each of the three lines as the mycelium spread over the agar surface. To calculate the radial growth rate (*K*), we used the equation 

\[ R_1 = (R_1 - R_0)/(t_1 - t_0), \]

where \( R_0 \) and \( R_1 \) are colony radii at initial \( t_0 \) and elapsed \( t_1 \) times between beginning of linear, \( t_0 \), and stationary, \( t_1 \), growth phases as described by Baldrian and Gabriel (2002). The radial growth rate was expressed as millimeters per hour. For each fungus, data are mean ± standard error (SE) of 45 measurements, 15 per plate, replicated three times each using mycelia selected randomly from ten separate pure cultures of a particular fungus. An analysis of variance (ANOVA) was used to compare data (SPSS 14.0 for Windows, Microsoft Excel and Minitab; Chicago, IL) as described by Sokal and Rohlf (1995).

Inocula were prepared from spider isolates *Beauveria* sp. and *Paecilomyces* sp. (Table 1), genera that are classified as entomopathogens (Barnett and Hunter, 1998), and tested to determine whether these fungi are infective to spiders and cave crickets, *H. cumberlandicus*. An aqueous inoculum was made by shaking a 1 cm³ block of mycelium from established cultures in 5 ml phosphate-buffered saline (PBS, pH 7.5) overnight. Conidia concentration was adjusted to \( 6.8 \times 10^6 \) conidia ml⁻¹ (20 μl application) per individual (modified from Kirkland et al., 2004) using PBS based on 10 separate counts with a hemocytometer (AO Spencer Bright Line, St. Louis, MO)
and 0.1% trypan blue exclusion; PBS served as a control. Each fungus formulation (and PBS control) was applied topically to spiders \((n = 20, 4\) replicates of 5, with each replicate representing a different collecting trip) and crickets \((n = 30, 5\) replicates of 6, with each replicate representing a different collecting trip). Specimens were housed in individual clear 8000 cc plexiglass chambers at 12 ± 0.5 °C, 98 ± 2.0% relative humidity (RH) and darkness. The chamber was inverted so that crickets could be in an upside down position like they are in the cave. The criteria used to determine a dead or dying cricket or spider were lack of movement, failure to respond to mechanical stimuli, and inability to right and crawl five body lengths. Observations were made daily in red light. Data were compared using ANOVA.

**RESULTS AND DISCUSSION**

A listing of external and internal fungi associated with *M. ovalis* is presented in Table 1. The percentages represent the diversity and amount of fungi that may be found on a single individual spider at any one time. Fungi from ten genera were recovered from the spider’s body surface, with *Aspergillus* spp., *Mucor* spp., *Penicillium* spp., and *Rhizopus* spp. as major isolates. All of the fungi in the spider’s external mycflora are common, naturally-occurring fungi present in soil, leaf litter, and organic debris, where they function as agents of decay (Cubbun, 1976; Rutherford and Huang, 1994; Reeves et al., 2000). Incubation at 12 °C, reminiscent of mean temperature in the interior of Laurel Cave, had a suppressive effect on growth/spread of the mycelium and delayed sporulation (production of conidia) of all of these fungi; that is, it took about twice as long compared to incubation at 25 °C for culture characteristics to appear. Radial growth rate (mean ± SE < 0.034) at 25 °C and at 12 °C dropped from 0.088 mm h\(^{-1}\) to 0.031 mm h\(^{-1}\) for *Aspergillus* sp.; 0.308 mm h\(^{-1}\) to 0.114 mm h\(^{-1}\) for *Mucor* sp.; 0.127 mm h\(^{-1}\) to 0.055 mm h\(^{-1}\) for *Penicillium* sp. and 0.367 mm h\(^{-1}\) to 0.208 mm h\(^{-1}\) for *Rhizopus* sp. as the predominate isolates on the spider’s surface \((p < 0.05)\). Less frequently recovered fungi from the spider’s surface showed similar rate reductions in response to low temperature: 0.224 mm h\(^{-1}\) (25 °C) vs. 0.125 mm h\(^{-1}\) (12 °C) for *Absidia* sp., 0.197 mm h\(^{-1}\) (25 °C) vs. 0.073 mm h\(^{-1}\) (12 °C) for *Beauveria* sp.; 0.141 mm h\(^{-1}\) (25 °C) vs. 0.0884 mm h\(^{-1}\) (12 °C) for *Cladosporium* sp.; 0.239 mm h\(^{-1}\) (25 °C) vs. 0.118 mm h\(^{-1}\) (12 °C) for *Paecilomyces* sp.; and 0.313 mm h\(^{-1}\) (25 °C) vs. 0.146 mm h\(^{-1}\) (12 °C) for *Trichoderma* sp. The ubiquitous distribution of the fungi identified from the spiders is reflected by their ability to grow on a variety of different culture media (Table 1), showing no particular nutritional or pH requirement consistent with their ability to utilize a variety of substrates for growth and proliferation (Jennings and Lysek, 1999).

Noteworthy among the spider body surface isolates were *Beauveria* spp. and *Paecilomyces* spp. that are classified ecologically as facultative parasites, which under certain conditions can switch from saprobe to parasite (but classified as obligate parasites according to Samsinakova et al., 1974), and act as insect pathogens. *Beauveria* spp., in particular, is often used in biological control (Hajek and Butler, 2000; Strasser et al., 2000). *Trichoderma* sp. is commonly mycoparasitic (Jennings and Lysek, 1999). Because Laurel Cave is stable at low temperature (12 ± 1.1 °C) and high relative humidity (98.6–100% RH) (Hill, 2003), these conditions favor a small number of prolific fungal taxa, especially anamorphs, such as those isolated (Table 1), namely *Aspergillus* spp. and *Penicillium* spp. that consistently show high abundance in caves (Cubbun, 1976; Rutherford and Huang, 1994; Reeves et al., 2000). We observed no appreciable difference in mycflora from spiders collected from different years (data not shown). Therefore, the fungi isolated from the body surface of *M. ovalis* are typical of a cave setting, all are accelerated conidia-producing genera allowing rapid dispersal, and a heavy, diverse fungus load can apparently be supported by the spider without any noticeable detrimental effects or changes in spider appearance or behavior.

Of special interest was the internal isolation, albeit low, of the entomopathogens *Beauveria* spp. and *Paecilomyces* spp. from within *M. ovalis* body contents, consistent with their parasitic nature (Table 1). Twenty-three percent of spiders (9 out of 40 spiders) were infected with *Beauveria* spp., and 10% of spiders (4 out of 40 spiders) were infected with *Paecilomyces* spp. As such, recovery of these fungi internally from tissues implies penetration of fungal hyphae, exploiting the spider internally and proliferating inside, presumably originating from the body surface where they were also isolated (Table 1). Gaining access to the inside of the spider’s body likely occurs through the mouth, anus, genital, or glandular openings or directly through the cuticle by secretion of proteolytic and chitinolytic enzymes that characterize entomopathogenic infections (St. Leger et al., 1998). The other fungus that was isolated internally (1/40 spiders, 3%) was *Penicillium* spp., classified as a saprobe (Jennings and Lysek, 1999), and this fungus was probably present as a secondary invader or a contaminant; *Aspergillus* spp. and *Mucor* spp. also have this ability (Gliński and Buczek, 2003), but neither of these fungi were detected in our study by internal fungus culture. Evidence from internal recovery from *M. ovalis* of known pathogenic fungi suggests that *Beauveria* spp. and *Paecilomyces* spp. may serve as natural regulators of spider populations in Laurel Cave. Another alternative is that the presence of these fungi internally may be contaminants that could have come from the digestive tract that is contiguous with the outside. Both *Beauveria* spp. and *Paecilomyces* spp., although both well-known insect pathogens, have been shown to be pathogenic to spiders on occasion, but results are inconsistent (i.e., that these fungi are pathogenic to spiders are from the observations of Muma (1975) and that they are not pathogenic to...
spiders are from the observations of Baltensweiler and Cerutti (1986).

In contrast, Beauveria spp. and Paecilomyces spp. have been shown to be lethal to the cave cricket, Troglophilus neglectus (Gunde-Cimerman et al., 1998). We attempted to clarify the parasitic nature of Beauveria spp. and Paecilomyces spp. in our pathogenic testing of these fungi on spiders and cave crickets as it applies to Laurel Cave. With regard to the spider (mean ± SE), M. ovalis, we observed 20 ± 3.2% mortality for spiders that had received a topical application of Beauveria sp.; 15 ± 4.4% mortality for spiders treated with Paecilomyces sp.; 30 ± 1.3% mortality for spiders treated with PBS; and 20 ± 2.7% mortality for spiders that received no treatment. No significant differences were noted between control spiders and spiders that had been treated with fungus (Abbott correction; p > 0.05) and no fungi (Paecilomyces spp. or Beauveria spp.) were recovered internally from those spiders that were dead.

Significant differences, however, were noted between controls and fungus formulation applications in the cricket H. cumberlandicus (Abbott correction; p < 0.05): 77 ± 5.3% were observed dead after treatment with Beauveria sp. and 90 ± 4.2% were killed with Paecilomyces sp., compared to 23 ± 2.9% mortality for crickets treated with PBS and 30 ± 6.4% mortality in untreated controls. Beauveria sp. and Paecilomyces spp. were recovered by internal fungus culture from the dead crickets. Prior to topical treatment with these entomopathogenic fungi, the crickets were in healthy conditions and showed no signs of disease, implying that they were not previously infected. Conceivably, the co-occurrence of M. ovalis with cave crickets (H. cumberlandicus) puts the crickets at potential elevated risk of becoming infected, and this is likely enhanced behaviorally by formation of cricket aggregations (enabling increased spread of conidia and exposure to a larger number of individuals at a time). Because these crickets are closely related (only parthenogenic population exists in Laurel cave; Hubbell and Norton, 1978), that may make them more prone to infection. Thus, it seems reasonable to suggest that given the close spider-cricket co-occurrence in Laurel Cave, there is a potential for cross-infection that poses a special risk for cave cricket populations (Benoit et al., 2004).

**Conclusions**

Adult females of the cave orb weaver spider, *Meta ovalis*, have fungi on their surfaces and have the potential to disperse fungal spores (conidia) throughout the cave environment. Fungi present are typical of those in a cave setting and most are common filamentous soil saprobes (listed in order of relative abundance): *Aspergillus* spp., *Rhizopus* spp., *Penicillium* spp. = *Mucor* spp., *Absidia* spp., *Beauveria* spp. = *Cladosporium* spp. = *Paecilomyces* spp., and *Trichoderma* spp. A topically-applied *Beauveria* sp. and *Paecilomyces* sp. (well known entomopathogenic fungi) isolated from these spiders were infective and killed adult cave crickets, *Hadenoeocos cumberlandicus*, but these fungi were not pathogenic when applied to the spiders. The fact that *M. ovalis* and *H. cumberlandicus* readily co-occur in caves puts *H. cumberlandicus* at an elevated risk for disease by fungal pathogens.
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ENTOMOPATHOGENIC FUNGI CARRIED BY THE CAVE ORB WASP SPIDER, *META OVALIS* (ARANEAE, TETRAGNATHIDAE), WITH IMPLICATIONS FOR MYCOFLORA TRANSFER TO CAVE CRICKETS


CLIMATE DRIVEN CHANGES IN RIVER CHANNEL MORPHOLOGY AND BASE LEVEL DURING THE HOLOCENE AND LATE PLEISTOCENE OF SOUTHEASTERN WEST VIRGINIA

GREGORY S. SPRINGER*, HAROLD D. ROWE4, BEN HARDT2, FRANK G. COCINA1, R. LAWRENCE EDWARDS2, AND HAI CHENG2

Abstract: Rivers commonly respond to climate change by aggrading or incising. This is well documented for North American rivers in arid and proglacial regions, but is also true of rivers in unglaciated, humid-temperate regions. Here, we present a record of Holocene hydroclimatology for a humid, temperate watershed in the Appalachian Mountains of eastern North America. We use stable isotope geochemistries of a stalagmite and clastic cave sediments to reconstruct Holocene climate and ecology in the Greenbrier River catchment (3,600 km²) of southeastern West Virginia. Independently, we use river-deposited cave sediments to construct a history of incision, aggradation, and morphological change in the surface channel. The clastic cave deposits display enriched (less negative) values of sedimentary δ¹³Corg during the Holocene Climatic Optimum (HCO), which regional pollen records indicate was warm compared to later climes. The river channel had aggraded by ~4 m during or prior to the HCO and adopted an alluvial morphology, probably due to the mobilization of hillslope sediments accumulated during the colder, drier full-glacial conditions of the Late Pleistocene. As climate moistened during the Holocene, the Greenbrier River incised through channel-filling sediments and back onto bedrock, but not until ~3,500 cal. years B.P. Therefore, the bedrock morphology of many streams in the Appalachian Mountains may not have existed for much of the Holocene, which highlights the effect of climate variability on channel processes. The base-level rise is more evidence that bedrock incision by rivers is often episodic and that slow, long-term incision rates reported for Appalachian Rivers are probably not representative of short-term incision rates.

INTRODUCTION

Average global temperatures have been rising in recent time and climate change is expected to measurably affect stream hydrology (Kundzewicz et al., 2007). As such, societal interactions with rivers will change, including those related to flooding. The magnitudes and directions of these changes are uncertain and new, more quantitative data are needed to predict future responses and prepare society for the changes ahead (Wood et al., 2002; Maurer et al., 2004; Lettenmaier et al., 2006). High-resolution studies are especially needed because of the scale mismatch between climatic models and catchments, as the latter are the functional units of the terrestrial hydrosphere (Kundzewicz et al., 2007). Climate change affects a host of stream variables, including channel morphology, which is a good predictor of stream behaviors and processes (Montgomery and Buffington, 1997). In the simplest case, a decrease in net precipitation can cause channels to infill with sediment (aggrade) and change from an incised channel to a broader, shallower channel (Knighton, 1998). Conversely, an increase in precipitation, stream discharge, or gradient can also cause channels to infill if sediments stored on alluvial fans and valley bottoms are remobilized and transported into the stream (Schumm, 1973). In such a generalized scenario, channel aggradation raises base level, which leads to increased flooding on terraces and floodplains (e.g., Bull, 1988). However, corresponding changes in stream morphology may change stage-discharge relationships and thereby increase or decrease peak flood stages (e.g., Stover and Montgomery, 2001). Thus, predicting changes in base level and channel morphologies are important steps toward understanding future stream behaviors and risks.

Here, we reconstruct Holocene changes in channel morphology and base-level elevation in a mountainous watershed draining the Eastern Continental Divide (ECD) of North America (Fig. 1). The sedimentology of river-
deposited slackwater sediments is used to construct a history of stream hydrology and morphology, which is compared to a record of Holocene climates. We reconstruct climate using stalagmitic $\delta^{18}O_{\text{calcite}}$ and $\delta^{13}C_{\text{calcite}}$ values, bulk organic values of $\delta^{13}C_{\text{org}}$ in clastic cave sediments, and previously published palynological data. Ours is the first detailed simultaneous examination of the climate and river hydrology within the source region of large Appalachian rivers (Fig. 1).

**METHODS AND SAMPLE LOCATIONS**

**STALAGMITE BCC-002**

A calcite stalagmite (BCC-002) from Buckeye Creek Cave (BCC) (Fig. 1) is used to develop a stable isotope record of climate for interpretation of the causes of significant changes in slackwater stratigraphy in Colonial Acres Cave (CAC) (Fig. 2) (Springer et al., 2008). BCC is within the Greenbrier River watershed of southeastern West Virginia. The watershed is a major tributary of the westward-flowing New River and across the ECD from the eastward-flowing Potomac and James Rivers. The 200-mm-long stalagmite was fed by a soda straw stalactite with a slow, but incessant drip rate. Temperature and humidity are stable in the cave passage and air movement is slow. Springer et al. (2008) provide a picture of the sawn, polished stalagmite in their online supplemental material.

The $\delta^{18}O$ values in stalagmites vary with changes in the meteoric water (Hendy, 1971), which predictably varies in response to changes in temperature, precipitation amount, and moisture source (Dansgaard, 1964; Rozanski et al., 1993). While speleothems in tropical regions exhibit a dominant response to the amount effect (i.e., Wang et al., 2001), mid-latitude sites have a larger temperature component (i.e., Dorale et al., 1998). Here, we assume that 1) changes in $\delta^{18}O_{\text{calcite}}$ largely reflect past changes in above-cave air temperature and precipitation source, and 2) $\delta^{13}C_{\text{calcite}}$ and $\delta^{13}C_{\text{org}}$ are proxies for floral and soil community composition, productivity, and relative moisture levels (Kirby et al., 2002; McDermott, 2004). Post-2,000 cal. years B.P. values of $\delta^{13}C_{\text{calcite}}$ are not interpreted because of anthropogenic disturbances to the BCC watershed (White, 2007).

Fourteen $^{234}U/^{230}Th$ age estimates were obtained along the growth axis of BCC-002 using U/Th dating techniques developed for carbonates (Broecker, 1963) and adapted for measurement on a mass spectrometer (Edwards et al., 1987). Calcite powders were milled with a dental drill, dissolved, and spiked with a $^{233}U-^{236}U-^{229}Th$ tracer. Uranium and thorium were separated using anion exchange resin, and the clean U and Th were run separately.
on an inductively coupled plasma mass spectrometer (Shen et al., 2002) along with a chemical blank. Ages were calculated using the decay constants determined by Cheng et al. (2000).

CLASTIC SLACKWATER SEDIMENTS

Clastic slackwater sediments deposited by the Greenbrier River in CAC are used to infer past hydrological relationships between the cave and river (Fig. 2). As demonstrated by Springer et al. (1997), Springer (2002), and Bosch and White (2003), the hydrological relationships are used to determine relative (to the cave) base-level elevations, paleoflood stages, and surface channel hydrologies. Presently, the surface channel has a bedrock morphology (>50% rock-lined), with coarse cobbles and small boulders composing the bedload (Fig. 3). The drainage area upstream of the cave is 3,600 km². There are no indications of significant subsurface piracy of the 60-m-wide river, which is perennial. Locally, mean annual discharge is 57 m³ s⁻¹ (n = 111) with a peak historic discharge of 2,600 m³ s⁻¹ (Springer, 2002).

CAC lies behind a vertical bank of the river. We examined a 2-m-thick package of slackwater sediments deposited by the river in a small room (Fig. 2). The room ends in collapse against the riverbank. Voices and, therefore, water readily pass through the collapse, although light does not. The Greenbrier River is the only significant source of water and sediment to CAC and completely fills the room during and above medium recurrence-interval floods. In addition to the collapse, floodwaters enter the cave room via a 210-m-long, 1.5-m-diameter passage originating at the cave entrance and via a 0.75-m-diameter passage connected to a sump (Fig. 2) that is a permanently flooded connection to the river. Sump depth varies with river stage.

A 2-m-deep trench was excavated in CAC slackwater sediments. Seven AMS-¹⁴C dates were obtained from charcoal in the upper 70 cm of the trench. The ages of underlying sediments are extrapolated using a sedimentation rate calculated from the upper 70 cm (175 mm ka⁻¹). Only general conclusions are drawn from sediments below 70 cm because of age uncertainties. Each identifiable stratigraphic unit was sampled for grain size analysis (sieving). The sediments were contiguously sampled at a 2-cm interval for determination of bulk sedimentary δ¹³Corg. Herein, the fraction of sand present is reported and used to evaluate energy levels of the formative floodwaters. To obtain stable isotopic values for organic carbon (δ¹³Corg), dry sediment powders were weighed into silver capsules, repeatedly acidified with 6% sulfurous acid, and analyzed using a Costech 4010 elemental analyzer coupled via a Conflo III Device to a ThermoFinnigan DeltaPlusXP isotope-ratio mass spectrometer (IRMS). Values for δ¹³Corg are reported relative to V-PDB, and precision for the isotopic standard (USGS-24) and unknowns is <0.1‰. Temporal variations in sedimentary δ¹³Corg represent a watershed-integrated record of ecological change upstream of the deposit. The δ¹⁸Ocalcite and δ¹³Ccalcite were also determined using the ThermoFinnigan DeltaPlusXP isotope-ratio mass spectrometer, although standard carbonate sample preparations were performed.

HOLOCENE CLIMATE OF GREENBRIER RIVER WATERSHED

The δ¹⁸Ocalcite and δ¹³Ccalcite values from stalagmite BCC-002 show pronounced variations during the Holocene (Fig. 4A, B). The closest published palynological record is from Cranberry Glades (Watts, 1979), located 56 km north of BCC-002 and only 5 km from the Greenbrier River watershed (Fig. 1). The bog lies at an elevation of 1024 m, which is 350 m higher than the land surface above BCC-002. Comparing BCC-002 to the bog, δ¹⁸Ocalcite values are heaviest during the mid-Holocene when hardwood pollen abundance increases (notably Carya (hickory), Fagus

Figure 3. The Greenbrier River at Colonial Acres Cave (CAC) flows in a narrow valley containing narrow or no floodplains, but many limestone cliff banks. Flow is toward the viewer (out of the page). Channel morphology is pool-riffle or pool-rapid with boulders and large cobbles dominating bedload. Bedrock is exposed in many riffles and most pools. CAC lies 300 m downstream of the lower-right corner of this picture.
Holocene climate, which is recognized elsewhere as the Holocene Climatic Optimum (HCO) or Hypsithermal (Kaplan and Wolfe, 2006). The HCO began >6,500 cal. years B.P. and ended at 4,200 cal. years B.P. when $\delta^{18}O_{\text{calcite}}$ values abruptly decrease by 0.4% (Fig. 4A). Reported starting and ending dates of the HCO vary by region, but termination of the HCO at Buckeye Creek Cave coincides with purported mega-droughts and climatic shifts throughout the upper Midwest of the USA, northern Africa, the Middle East (see review by Booth et al., 2005), and New Jersey (Li et al., 2007).

Mid-Holocene values of $\delta^{13}C_{\text{calcite}}$ are enriched (less negative) (Fig. 4B), which suggests that soils overlying BCC-002 were drier or less productive than those of the Late Holocene (McDermott, 2004). In fact, clay mineralogies and weathering profiles of paleosols in the floodplain of a Greenbrier River tributary (41 km NNE of BCC-002) record warmer, drier conditions during the HCO (Driese et al., 2005). $Pinus$ (pine) pollen abundances reach their Holocene low during the HCO, despite the existence of a strong, positive correlation between the percentage of $Pinus$ pollen in modern, mid-Atlantic sediments and temperatures of the preceding January ($R^2 = 0.91$) (Willard et al., 2005). $Pinus$ pollen abundances are also correlated with moisture and increase post-HCO, which is observed elsewhere along the eastern margin of North America and is attributed to a general moistening (Watts, 1979; Webb, 1987; Willard et al., 2005). Presumably, (seasonal?) soil moisture was the major HCO control on $Pinus$ abundance or its pollen productivity. Post-HCO values of $\delta^{18}O_{\text{calcite}}$ and $\delta^{13}C_{\text{calcite}}$ are comparatively depleted (more negative) than those of the HCO, and the Cranberry Glades pollen record is dominated by tree species that favor cooler, wetter climates (Fig. 4C–E).

Summarizing the stalagmite, paleopedological, and palynological data, the HCO was warmer and (seasonally?) drier than the Late Holocene in the Greenbrier River watershed. Climate was comparatively stable throughout the Late Holocene (Fig. 4A), but Holocene values of $\delta^{13}C_{\text{org}}$ from alluvium in BCC and CAC are typical of forested landscapes ($-24.5 \pm 1 \%$) (White, 2007). Although forest composition evolves with time (Fig. 4C–E), $\delta^{13}C_{\text{org}}$ values indicate that the watershed remained heavily forested throughout the Mid- to Late-Holocene. Observed changes in $\delta^{13}C_{\text{calcite}}$ and $\delta^{13}C_{\text{org}}$ post-HCO are attributable to changes in soil productivity and respiration, but not attributable to major changes in C3 or C4 abundances (e.g., Dorale et al., 1998). However, the absence of pre-HCO data prevents interpretation of vegetation types during the Early Holocene and near the onset of the HCO.

**Holocene Hydrology Of The Greenbrier River**

The Greenbrier River deposits slackwater sediments in CAC during intermittent floods. As a result, CAC contains a sedimentological record of stream hydrology. Sediments
are excellently preserved and consist of laminated silts and sands, which have undergone minimal bioturbation (Figs. 5 and 6). However, the sedimentological record is censored. At present, the slackwater deposit is only inundated after river stage exceeds ~4 m and there are no high water marks correlative to individual slackwater beds because the most recent flood obliterated the high water mark of the previous flood, as that flood did to its predecessor’s, ad infinitum. However, as will be shown, the censored record can be used to determine whether the cave was permanently or only intermittently flooded at particular points in time.

The slackwater sediments can be divided into three principle units: 0–47 cm, 47–78 cm, and >78 cm (Figs. 5–7). Short horizontal lines demarcate the boundaries between the units in Figure 5. The upper two units record very different hydrologic regimes. The capping unit of silts and sandy silts contains partially articulated bat bones along with other vertebrate bones and organic detritus. Deposition of these sediments began at ~3,500 cal. years B.P., which we attribute to incision of the Greenbrier River below CAC. Ultimately, the trench was dug to a depth of 200 cm, which revealed soft clays (>118 cm) below the sand unit and a basal layer of river cobbles (not depicted). Unfortunately, repeated collapses of the lower trench face prevented detailed investigation of the clays and cobbles.

Figure 5. Three major units can be recognized in the slackwater sediments excavated in Colonial Acres Cave. These consist of sands (pale lower unit), which are overlain by dense, clayey silts (47 to 78 cm). The black, horizontal line indicates their contact. The white line highlights the contact between the clayey silts and overlying sandy silts and silty sands. All units are laminated and have undergone minimal bioturbation, although the lower sands underwent soft sediment deformation as they subsided into an underlying clay unit. The latter is not visible in this photograph. Contrast has been digitally enhanced to make the laminations and bed contacts more easily visible.

Figure 6. Sieving and pipette-withdrawal were used to determine the particle sizes of each significant bed in the Colonial Acres Cave (CAC) trench, and these results are the basis for this stratigraphic column. A clayey silt (48 to 75 cm) separates the lower sands (75 cm to 118 cm) from the younger sandy silts and silty sands (0 to 48 cm). Based upon AMS-14C ages of charcoal (positions as indicated), deposition of the clayey silt ended at ~3,500 cal. years B.P., which we attribute to incision of the Greenbrier River below CAC. Ultimately, the trench was dug to a depth of 200 cm, which revealed soft clays (>118 cm) below the sand unit and a basal layer of river cobbles (not depicted). Unfortunately, repeated collapses of the lower trench face prevented detailed investigation of the clays and cobbles.
sands since ~3,500 cal. years B.P. Today, there are extensive bedrock exposures in the channel banks and bed, and this bedrock channel morphology has probably existed for much of the last 3,500 years.

The clayey silts deposited prior to ~3,500 cal. years B.P. are devoid of bones and visible organic matter is rare. However, the clayey silts do contain insoluble cm-scale bedrock chips derived from thin claystone dikes in the cave ceiling. Paleozoic, coarsely crystalline marine fossils, such as blastoid thecas, are also present and derived from the host limestone. The coarsely crystalline fossils dissolve slower than the fine-grained limestone and stand in relief on existing cave walls and ceilings. Shale fragments and fossils found in the slackwater sediments fell or sank after the surrounding limestone was dissolved. Concentration of low solubility particles is a slow process and occurs when

The clayey silts were deposited while the low-water surface of the Greenbrier River was higher than the cave room. In addition to the backwater sedimentological features, this conclusion is supported by the absence of terrestrial animal bones, desiccation features (e.g., mud-cracks), and organic detritus such as has been carried into the cave by post-3,500 cal. years B.P. floodwaters. As an alternative hypothesis, all conduits connecting the cave and river could have been plugged during deposition of the clayey silts. This could have produced sustained backflooding. However, we reject this idea because of the improbability of every possible opening in a karstified riverbank being plugged such that a flooded cave could exist within meters of an open cliff. The simplest interpretation is that all openings were themselves permanently flooded, which would only be possible if base level were higher than present. Base-level rise is most commonly accomplished by sediment infilling a channel (aggradation).

Laminated and cross-bedded sands containing some visible organic detritus underlie the clayey silts (Figs. 6 and 7). Cross-bed orientations indicate that flow entered the room from the 210-m-long entrance passage and sediments prograded across the room floor. Currently, the floor of the first 100-m of the entrance passage consists of cross-bedded sands largely devoid of organic detritus, but overlain by woody flotsam. Presumably, the sands underlying the clayey silt in CAC were deposited in a manner similar to the modern sands, and were the product of episodic flooding above the low-water surface of the Greenbrier River.

In conclusion, the low-water surface of the Greenbrier River was below CAC during deposition of the lower sands, but subsequently aggraded above the cave (Fig. 8). The river re-incised below CAC at ~3,500 cal. years B.P. and has remained below the cave since then. BCC-002 and CAC values of $\delta^{13}C_{\text{calcite}}$ and $\delta^{13}C_{\text{org}}$, respectively, decrease after ~4,000 cal. years B.P. The enriched $\delta^{13}C_{\text{calcite}}$ and $\delta^{13}C_{\text{org}}$ values continue beyond the period of record, which suggests that deposition of the lower sands occurred during or prior to the HCO. Given the order of magnitude of the previously calculated sedimentation rate, deposition of the clayey silt probably began during the Early Holocene or the earliest part of the HCO. Thus, CAC slackwater sediments record a major aggradational event (≥4 m) in the Greenbrier River during the Early Holocene.

**SUMMARY DISCUSSION**

The Greenbrier River aggraded no later than the Early Holocene and may have begun aggrading during the Late Pleistocene. The implied increase in the sediment supply
may be the result of the Late Pleistocene-Holocene climatic transition. The Wisconsin Glaciation peaked ≈20,000 cal. years B.P., and evidence for periglacial activity during the Wisconsin of the Appalachian and Blue Ridge Mountains is widespread (Gardner et al., 1991; Eaton et al., 2003; Mills, 2005; Nelson et al., 2007). The associated pre-Holocene sedimentary deposits are commonly preserved at the bases of hillslopes where they are susceptible to remobilization by streams. The deposits reached valley bottoms via slope wash, solifluction, and gelifluction while climate was considerably cooler than present. The lower elevation limit for such periglacial activity at Mountain Lake, Virginia (50 km southeast of CAC) was ≈800 m asl (Nelson et al., 2007). Most ridges and mountaintops within the Greenbrier River watershed exceed that elevation, and well-developed periglacial landforms are present at 650 m asl in the Buckeye Creek watershed.

Appalachian hillslope sediment production was enhanced by periglacial activity during the Late Pleistocene (Gardner et al., 1991; Eaton et al., 2003; Mills, 2005), but regional palynology indicates that the Late Wisconsin climate was very dry (Kneller and Peteer, 1993). Therefore, it is entirely possible that the enhanced sediment production was not matched by an increase in the sediment transport capacity of regional streams and rivers. Under such a scenario, excess colluvium would have accumulated throughout much of the Greenbrier River watershed prior to the Holocene. The observed post-Pleistocene moistening of the region would have necessarily led to low-order streams remobilizing the accumulated regolith (cf. Eaton et al., 2003) and a large influx of sediment into the Greenbrier River. This sediment influx is probably the cause of the aggradational event recorded in CAC sediments.

We lack the means to establish the depth of infilling of the Greenbrier River channel at CAC. But the distinctive clayey silts associated with submergence are found 4 m above the low water surface of the modern Greenbrier River, which establishes a minimum depth of aggradation. Such infilling would have resulted in an alluvial channel morphology (Fig. 8), although bedrock exposure in pools cannot be ruled out. Significantly, the river began to incise through the accumulated sediments sometime during the Holocene Climatic Optimum (HCO) and incised below CAC by 3,500 cal. years B.P. Climate has moistened since the HCO (Figs. 4 and 7), which has presumably led to an increase in sediment transport capacity.

So, how will the Greenbrier River respond to Global Warming? Climate modelers predict (locally) decreasing runoff as Global Warming advances (Arnell, 2003). If we assume that decreasing runoff will lessen sediment transport capacity in the Greenbrier River, we must conclude that there is the potential for aggradation and morphological change. However, it is possible that heavy or extreme precipitation events may become more common as a result of Global Warming (Emori and Brown, 2005). If so, this could result in a net increase in transport capacity and no aggradation. Thus, it is premature to predict aggradation or incision.

Uncertainties about the future aside, the history of the Greenbrier River offers important insights into the long-term behavior of Appalachian rivers and hillslopes. Late Pleistocene climate variability resulted in significant channel infilling. The accumulated sediments were not fully excavated from the Greenbrier River channel until as late as 3,500 cal. years B.P., or roughly 16,000 years after the last glacial maxima (Webb, 1987). Interestingly, the Greenbrier River was already incised to its present elevation well before the last glacial maxima, and it is probable that very little net incision has occurred in tens of millennia. Incision may occur episodically during and immediately following interglacials, when precipitation totals are high or heavy precipitation events more common. This raises many questions concerning the usefulness of long-term incision rates calculated using paleomagnetic and cosmogenic isotopic data. These latter estimates require averaging incision over many hundreds to thousands of millennia (e.g., Springer et al., 1997; Anthony
and Granger, 2004; Anthony and Granger, 2006), so their estimates of actual millennial-scale incision rates may be off by many orders of magnitudes.

**FUTURE DIRECTIONS**

Stable isotopic records of paleoclimate from speleothems are rapidly becoming available throughout the world. As our study demonstrates, such records can be combined with traditional studies of slackwater stratigraphy to infer past effects of climate change on rivers. As such, there will soon be many opportunities to directly determine relationships between climate and hillslope and fluvial processes. However, such studies will be dependent upon fortuitously situated caves capable of recording the behavior of adjacent surface channels because surficial deposits are rapidly destroyed in many climatic settings (Kite et al., 2002; Springer, 2002). Combined with the subterranean origin of stalagmitic paleoclimate records, we foresee karst studies achieving prominent roles in geomorphology and climatology and encourage others to advance our methodology.
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THE GENESIS OF CAVE RINGS EXPLAINED USING
EMPIRICAL AND EXPERIMENTAL DATA

F. NOZZOLI, S. BEVILACQUA, AND L. CAVALLARI

Abstract: A cave ring is a faint speleothem consisting in a thin circle on the floor symmetrically surrounding a water drop impact point. Two different mechanisms seem to be responsible for cave ring formation: the drop splash at the floor, for the splash rings, and the ejection of a secondary droplet during the fall, for the fall down rings. A systematic investigation of 67 speleothem rings discovered in five different caves in central Italy was conducted. The data show compatibility with a common nature for all the observed rings. For the observed rings, the hypothesis of a falling secondary droplet origin is confirmed and the hypothesis of a primary drop splash is rejected. The trajectory of a secondary droplet has been measured, and the collected data suggest that the secondary droplets originate from a primary drop breakup at a distance $y_0 = 142.7 \pm 7.2$ cm from the stalactite tip. Assuming this spontaneous breakup hypothesis, the velocities ratio $b = v_b/v_s = 25.5 \pm 1.6$ at the breakup time was measured. Finally, the collected ring data (5-cm- to 50-cm-diameter range) exhibit a negative curvature trajectory. The large departure from a gravity dominant parabolic trajectory suggests other forces, such as air friction or lift force, are at work on the small secondary droplets.

INTRODUCTION

A cave ring is a faint speleothem consisting of a thin circle on the cave floor symmetrically surrounding a water drop impact point. Depending on the water composition and the substrate, both positive or negative\(^3\) rings were observed. Focusing on the more commonly occurring positive rings, the measured diameters range from a few centimeters to about two meters, depending on the height of the cave roof and on the formation mechanism. The ring width ranges from a few millimeters to a few centimeters and the surface of the calcite deposition ranges from a barely perceptible roughness to a ring thickness of a few centimeters (Hill and Forti, 1998; Torres Capote et al., 1991; Auler 1993; Montanaro, 1992). Perfectly circular rings are observed on flat floors, but when the floor slope increases, elliptical or elongated rings are observed with the major axis aligned with the dip direction. Formation survival\(^4\) and visibility of a similar speleothem requires specific characteristics of the floor, such as the absence of strong water flows that could wash out the ring. Moreover, the rings are more easily revealed if a thin mud or dust film is covering a calcite floor because of the increased contrast between clean and unclean areas.

Two different mechanisms appear to be responsible for cave ring formation. The first mechanism, capable of providing the larger observed rings (Hill and Forti, 1998), results from secondary droplets that are radially ejected after the primary drop splash on the floor. In this case, the secondary droplet velocity is related to the primary drop velocity at the impact point and is dependant on cave roof height and probably on the drop mass. The maximum bouncing distance of the secondary droplets is obtained when the ejection angle is $45^\circ$. The maximum bouncing distance determines the ring radius, and the random ejection direction of secondary droplets is responsible for the whole circle formation (Hill and Forti, 1998). In this article, we refer to rings generated with this mechanism as splash rings.

A different mechanism has been described for some smaller rings in the Grotta del Sorell cave in Sardinia (Montanaro, 1992). In this case, the ring is drawn by the superposition of many secondary droplets, but they are not ejected from the primary drop splash on the floor. In fact, the preliminary measurements of Montanaro showed that the secondary droplets originate near the roof, fall towards the floor, and retain an axial symmetry with respect to the primary drop trajectory. Montanaro postulated that the ejection of a secondary droplet was a result of a spontaneous breakup of the primary droplet after an approximate fall of two meters. The height of the breakup and the horizontal and vertical velocities of the droplet should be exactly constant to ensure a fixed ring radius, and the random ejection direction of the droplet is responsible for the whole circle formation. In the following, we refer to rings generated with this mechanism as fall down rings.

---

\(^3\)The presence of negative rings on the gypsum floor at Lechuguilla Cave has been reported by Davis (2000).

\(^4\)The rings can be quickly destroyed if stepped on during the cave exploration, and despite the lack of frequent observations of these speleothems, cave rings should be very common in many dry and richly decorated caves.

---
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For both cases, only qualitative results have been reported on the phenomenon. In particular, the second generation mechanism, which assumes the spontaneous breakup hypothesis, is very intriguing from an aerodynamic and fluid-dynamics point of view (see e.g., Joseph et al., 1999). Therefore, cave rings can also act as an ideal laboratory for additional investigations of Montanaro’s postulated spontaneous breakup mechanism.

THE MEASURED SAMPLE

After the accidental discovery of some beautiful circles in the Grotta Imbroglita Cave (Fig. 1a), a systematic search for rings in various caves was pursued, providing a relatively large sample set (67 rings) distributed in five caves in central Italy. Forty-one new rings were discovered in four caves in the Lazio region (all located at a distance less than ~100 km from Rome) and five rings were artificially generated in the Grotta Imbroglita Cave (Table 1). Moreover, 21 rings were measured in the Grotta del Sorell Cave located on Sardinia Island. In this cave, more than one hundred rings are present that were previously investigated by Montanaro (1992). Interestingly, all these caves occur in very different karst areas, the caves are of different types, and the cave meteorology of each is dissimilar.

As general features, the observed rings were characterized by a barely perceptible roughness due to the calcite deposit, but were detected by the presence of a thin mud film covering the floor, where they provide a cleaner thin circular corona (Fig. 1a). An exception to this rule is evident in the Grotta del Secchio Cave where some circles have been found at the base of a small dry internal lake (this lake is full during rainy seasons). In this instance, the ring was somewhat darker as compared to the cave floor (Fig. 1b). All the observed rings are associated with a small central stalagmite, and the drop frequency of this primary drop was from ~0.1 Hz to less than ~3 × 10^{-4} Hz (e.g., no drops were falling within the one hour frequency of measurements). In addition, clear real-time evidence for a secondary droplet falling on the ring was never obtained during the ring observations.

RING MEASUREMENTS

For all the observed rings, the diameter and the distance from the central stalagmite and the generating stalactite (ring-height) were measured. Elliptical or elongated rings (e.g., rings on tilted cave floors) appear as perfect circles when observed from above so the minimum diameter was considered in the measurements because it is equal to the diameter of the projected circle.

For the case of incomplete circles, the radius from the central stalagmite was measured, which causes additional uncertainties for the correct estimation of the center. However, for all the measured rings, the larger uncertainty is provided by the pointing (and correct guess) of the generating stalactite on the roof. In fact, despite the use of a laser meter coupled to an air-bubble level, the exact targeting of the stalactite tip was, for all practical purposes, impossible, and fluctuations in the measured ring-height on the order of 15–20 cm (typical scale length for stalactites) were likely, as demonstrated by repeated measurements.

ARTIFICIAL RINGS

In order to understand the formation mechanism for the observed rings, some circles were artificially reproduced following the procedure developed by Montanaro (1992). In particular, wooden scaffolding was used in the Grotta Imbroglita Cave, and wooden tablets blackened with soot were placed at various heights over the original rings.

Figure 1. a): The most beautiful rings discovered in the Grotta Imbroglita Cave. b): Example of rings discovered in the dry lake of the Grotta del Secchio Cave.
(Fig. 2a). After about 20 days, in vertical correspondence with an original ring on the cave floor, a new artificial ring was always present. The diameter of this new ring decreased with increasing height of the tablet.

To discriminate a splash ring from a fall down ring, some tablets were placed off center over the central stalagmite, and/or a hole was drilled in the tablets to allow the central drops to reach the cave floor. Therefore, because of the splash ring generating mechanism, no artificial rings were seen on the upper tablets and we were confident the observed circles are not a result of drop splash (Fig. 2b). Finally, for two different tablet heights we noted the formation of an additional and unexpected artificial ring without the corresponding circle on the cave floor. This suggests that the fall down ring mechanism could be common, but particular cave floor characteristics are necessary for ring detection.

**DATA ANALYSIS**

In order to quantitatively explore the ring features described by Montanaro (1992), all the circles data (ring-height vs. ring-radius) were plotted (Fig. 3a). Data from different caves and origin (natural/artificial) were coded by different markers and/or colors. A clear correlation of ring-height and ring-radius is shown by the data, which implies that the generating mechanism is the same for all the measured rings and that the final ring diameter depends only (or mainly) on the distance of the stalagmite tip from its base (e.g., ring-height). It is worth noting that this property should not be expected a priori if, for example, the drop trajectory is dominated by some peculiar characteristics of the stalagmite tip, or by drop mass, etc. On the basis of this result it is still puzzling that in the same cave only a few rings may be found among hundreds of stalactites, and it is not clear what phenomena cause some stalactites to generate rings.

The evidence that the measured circles are fall down rings and that the ring-radius is strongly correlated with the ring-height allows for additional interpretation of the plot in Figure 3a. In fact, because the ring-radius is the distance of the secondary drop impact point from the central stalagmite, the data points in the plot of Figure 3a follow the trajectory of secondary droplets in their motion planes. The parameters associated with the secondary drop trajectory are useful when evaluating the ring generation mechanism. Therefore, the data points have been fitted with a quadratic function

$$y = y_0 + br + ar^2$$

(1)

where, $y$ is the ring-height and $r$ is the ring-radius. The parameters $y_0$, $b$, and $a$ are physically related to some trajectory specifics:

1. $y_0 > 0$ represents the drop breakup distance, while the case of a null $y_0$ is related to a secondary drop ejected by the stalactite tip (e.g., no spontaneous breakup is necessary).
2. $b = v_y/v_x$ is the ratio of secondary droplet vertical velocity ($v_y$) over the horizontal velocity ($v_x$) at the breakup time.
3. $a$ is related to the trajectory curvature and to the forces acting on the falling secondary droplets. In particular, a positive contribution is expected as a result of the force of gravity (see red curve in Fig. 3, a) although it is difficult to reliably evaluate the contribution of air friction (and/or air lift force) because it depends on the specifics of the drop geometry.

The black curve plotted in Figure 3a is the best-fit to all the data points ($\chi^2$/dof = 1.3). Figure 3b shows the

---

**Table 1. Cave ring sample distribution.**

<table>
<thead>
<tr>
<th>Cave</th>
<th>Cave Type</th>
<th>Altitude, m</th>
<th>Coordinates</th>
<th>Ring Position</th>
<th>Measured Rings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grotta Imbroglita$^a$</td>
<td>Tectonic cave</td>
<td>690</td>
<td>13°26’34”9 E 41°44’31”0 N</td>
<td>~50 m from entrance and ~30 m deep</td>
<td>21 and 5 artificial</td>
</tr>
<tr>
<td>Pozzo l’Arcaro$^b$</td>
<td>Tectonic cave</td>
<td>345</td>
<td>13°17’56”4 E 41°33’01”2 N</td>
<td>~50 m and ~50 m deep from top entrance</td>
<td>1</td>
</tr>
<tr>
<td>Grotta dell’Inferniglio$^c$</td>
<td>Active spring</td>
<td>510</td>
<td>13°09’21”6 E 41°53’26”1 N</td>
<td>~30 m from entrance</td>
<td>10</td>
</tr>
<tr>
<td>Grotta del Secchio$^d$</td>
<td>Relic spring</td>
<td>750</td>
<td>13°08’05” E 42°06’36” N</td>
<td>~200 m from entrance</td>
<td>9</td>
</tr>
<tr>
<td>Grotta del Sorell (GEA)$^e$</td>
<td>Sea cave</td>
<td>...</td>
<td>08°09’36” E 40°34’24” N</td>
<td>~100 m and +15 m from entrance</td>
<td>21</td>
</tr>
</tbody>
</table>

$^a$ 219La (Mecchia et al., 2003, p. 343). No air circulation.
$^b$ 340La (Mecchia et al., 2003, p. 343). Air circulation at entrances.
$^c$ 21La (Mecchia et al., 2003, p. 343). Completely submerged during rainy seasons.
$^d$ 575A (Mecchia et al., 2003, p. 343). Air circulation in the cave.
$^e$ 1508/5A/SS (Montanaro, 1992). Rings already measured by Montanaro.
distribution of $\Delta h = \text{ring-height} - \bar{y}_{\text{best fit}}$ and further demonstrates that the spread in the ring-height measurement ($\sim 15$ cm) is mainly due to the imperfect pointing of the stalactite tips. From Figure 3a, the trajectory parameter values were determined to be $y_0 = 142.7 \pm 7.2$ cm, $b = 25.5 \pm 1.6$, and $a = -0.367 \pm 0.072$ cm$^{-1}$; and therefore, a non-null $y_0$ was measured with a statistical significance of about $20\sigma$. The value of the curvature related parameter, $a$, is negative, with a statistical significance of about $5\sigma$. The negative value for the curvature related parameter, $a$, was unexpected because, according to, Montanaro (1992), the trajectory curvature was described as positive (or it was simply assumed to be positive), as would be expected when gravity force is dominant as in the case for a falling drop (e.g., the red curve in Fig. 3a). However, the presence of a negative curvature was further demonstrated by the same analysis using only the artificial rings. In Figure 4, the $3\sigma$ confidence level allowed space for the $y_0$, $b$, $a$ parameters is reported for the analysis of all data (dark area) or only for the artificial rings data (light area). The star indicates the best fit values of the $y_0$, $b$, $a$ parameters.

**Preliminary Mass Measurements**

With an aim towards detecting evidence of the primary drop related to the ring generating mechanism, a preliminary drop mass measurement was pursued in the Grotta Imbroglita Cave. The mass of the primary drops from stalactites of four different rings was compared with the mass of drops from three stalactites that did not appear related to rings at floor level. Moreover, the drops were collected on the floor, and for ring related drops, the collector opening size was too small for collecting any possible secondary droplets$^5$. The mass measurements are summarized in Table 2.

Only the most active stalactites were chosen for measurements. Therefore, relatively high dropping frequencies not representative of the stalactite population were measured. However, the difference between the dropping frequency for the two measured population samples given by

$$\Delta f = f_n - f_r = 0.25 \pm 0.26 \text{ Hz}$$

is still compatible with zero ($f_n$ and $f_r$ are the average dropping frequencies for no-ring drops and ring related drops, respectively).

Regarding the drop mass data, defining $m_n$ and $m_r$ as the average drop mass for no-ring drops and ring related drops, respectively, the difference is given by

$$\Delta m = m_n - m_r = 15.4 \pm 9.5 \text{ mg}$$

which is $1.6\sigma$ from zero. This result can be ascribed to statistical fluctuations. However, further primary drop mass data could be useful, in principle, for determining the average mass of the secondary droplets.

**Discussion and Conclusions**

Using the measurements of the 67 rings from the various caves, the qualitative features of the fall down ring speleothem class, originally recognized by Montanaro (1992), were confirmed. In particular, we can confidently reject the hypothesis that the observed circles occur as a result of drop splash at the cave-floor level. Moreover, for the first time, quantitative data were collected and analyzed, and the parameters for the trajectory for the hypothesized secondary droplets generating the rings were determined.

$^5$We note that during these measurements, some extremely small droplets were felt on the operator’s hands; their position would be comparable with the expected ring-radius, but no quantitative measurements of these droplets were possible for identifying these droplets as the ring generating droplets.
The results suggest a nonzero value for $y_0$ (e.g., a spontaneous breakup mechanism of the primary drop should be active as hypothesized by Montanaro (1992)). The measured $y_0$ value (142.7 ± 7.2 cm) confirms the qualitative indication originally given by Montanaro (1992) (~2 m was given by Montanaro). Assuming the spontaneous breakup hypothesis, the velocities ratio $b = v_y/v_x = 25.5 ± 1.6$ at the breakup time was determined, which is an interesting parameter for investigation of the hypothesized breakup phenomenon.

The results suggest a nonzero value for $y_0$ (e.g., a spontaneous breakup mechanism of the primary drop should be active as hypothesized by Montanaro (1992)). The measured $y_0$ value (142.7 ± 7.2 cm) confirms the qualitative indication originally given by Montanaro (1992) (~2 m was given by Montanaro). Assuming the spontaneous breakup hypothesis, the velocities ratio $b = v_y/v_x = 25.5 ± 1.6$ at the breakup time was determined, which is an interesting parameter for investigation of the hypothesized breakup phenomenon.

Figure 3. Plot a): Cave rings data points in the plane (ring-height vs. ring-radius); the stalactite tip is placed in the axis origin. The different color/markers refer to data of different caves. The red markers (squares, triangles, diamonds) refer to three different circles that have been artificially regenerated on wooden tablets at various heights from ground. Black curve is the quadratic best fit of all data points. Red dashed curve is the expected behavior assuming the spontaneous drop breakup hypothesis and negligible air friction on the drops. Green dashed curve is an example of possible model where the secondary droplet falls directly from the stalactite tip (e.g., no spontaneous drop breakup is necessary). Plot b): Distribution of $\Delta h$. The standard deviation of 15.6 cm obtained from the Gaussian fit is compatible with the spread due to the uncertainty in ring-height measurements.

Figure 4. Allowed configurations at 3σ confidence level in the $y_0$, $b$, $a$ parameter space for the analysis of all data (dark area) or only of artificial rings data (light area). The compatibility of the configurations allowed by the analysis of artificial rings with the ones allowed by the total data and confirms the trajectory parameter results and, in particular, the presence of a negative curvature. The star indicates the best fit values of the $y_0$, $b$, $a$ parameters.
suggests, however, that the splash ring shown in Davis (or is assumed) to be a splash ring. A careful observation ring in gypsum is shown in Figure 18; this ring is described the future. For example, in Davis (2000), a small negative cheaper) if very small rings can be found and measured in secondary drop trajectory in this small ring-radius region. However, the final analysis would be much simpler (and be able, in principle, to yield information about the trajectory features for small ring-radii (because it is obtained by extrapolating the trajectory at the null radius) and also on the presence of the spontaneous drop breakup phenomenon. This is shown by the green curve in Figure 3a. In this example, an increasing curvature parameter at low ring-radius allows secondary drops falling directly from the stalactite tips. This example of trajectory does not require a spontaneous breakup of the primary drop and, with the present data, similar scenarios cannot be distinguished from previous ones.

Future measurements with a high speed camera should be able, in principle, to yield information about the secondary drop trajectory in this small ring-radius region. However, the final analysis would be much simpler (and cheaper) if very small rings can be found and measured in the future. For example, in Davis (2000), a small negative ring in gypsum is shown in Figure 18; this ring is described (or is assumed) to be a splash ring. A careful observation suggests, however, that the splash ring shown in Davis (2000) is actually two splash rings that overlap and that are most likely fall down rings. In fact, in the case of a splash ring, a 45° slope of the walls of the central hole and of the ring cuts should be expected. On the contrary, the central hole and the ring cut seem to be practically vertical as expected for fall down rings. The rings in Davis (2000) seem to be very small. Therefore, a further study of their nature and of their parameters (radius and stalactite tip distance) would be very useful as a check on the nature of the hypothesized spontaneous breakup phenomenon (see e.g., Joseph et al., 1999).

As a final conclusion, we recommend all cavers pay attention to the presence of cave rings and we encourage them to develop similar (or better) measurements on newly discovered rings. Particular importance should be directed to the small rings. Lastly, we note that we are available to assist with analyses of any data from new ring samples that may be discovered.
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### Table 2. Grotta Imbroglita Cave primary drop mass measurements.

<table>
<thead>
<tr>
<th>Ring I.D.</th>
<th>Collected Drops</th>
<th>Average Drop Frequency, Hz</th>
<th>Average Drop Mass, mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>n. 20</td>
<td>50</td>
<td>0.102 ± 0.004</td>
<td>102 ± 5</td>
</tr>
<tr>
<td>n. 20</td>
<td>50</td>
<td>0.147 ± 0.006</td>
<td>93 ± 4</td>
</tr>
<tr>
<td>n. 20</td>
<td>100</td>
<td>0.666 ± 0.013</td>
<td>110 ± 3</td>
</tr>
<tr>
<td>n. 4</td>
<td>50</td>
<td>0.119 ± 0.005</td>
<td>88 ± 4</td>
</tr>
<tr>
<td>n. 12</td>
<td>42</td>
<td>0.028 ± 0.001</td>
<td>97 ± 5</td>
</tr>
<tr>
<td>n. 19</td>
<td>40</td>
<td>0.063 ± 0.003</td>
<td>87 ± 5</td>
</tr>
<tr>
<td>n. 20</td>
<td>30</td>
<td>0.027 ± 0.002</td>
<td>81 ± 5</td>
</tr>
</tbody>
</table>

A third trajectory parameter \( a = -0.367 ± 0.072 \text{ cm}^{-1} \) was also determined. This parameter is related to the trajectory curvature and the collected data show a negative curvature trajectory. This observed trajectory feature is opposite that of the one described by Montanaro (1992), where a positive curvature was probably assumed as a result of dominance of the force of gravity on the secondary droplets.

The nature of the force driving this negative curvature trajectory is still unclear. However, the large departure from a gravity dominant parabolic trajectory (red curve in Figure 3a) suggests that other forces, such as air friction and/or lift force, are at work on the small secondary droplets. Alternatively, searching for and measurements of the trajectory features for small ring-radii (~2.5 cm) are very difficult because the primary drop splash on the cave floor would tend to wash out the small rings. Therefore, no data are available at present in this region, and departures from the extrapolated behavior cannot be excluded. This fact implies additional uncertainties on the measured \( y_0 \) value (because it is obtained by extrapolating the trajectory at the null radius) and also on the presence of the spontaneous drop breakup phenomenon. This is shown by the green curve in Figure 3a. In this example, an increasing curvature parameter at low ring-radius allows secondary drops falling directly from the stalactite tips. This example of trajectory does not require a spontaneous breakup of the primary drop and, with the present data, similar scenarios cannot be distinguished from previous ones.
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THE MINERALOGY AND TRACE ELEMENT CHEMISTRY OF BLACK MANGANESE OXIDE DEPOSITS FROM CAVES

WILLIAM B. WHITE1*, CARMEN VITO2, AND BARRY E. SCHEETZ3

Abstract: Free surface streams in caves and their surface infeeders often contain pebbles and cobbles coated with black manganese oxide minerals. Coating thicknesses vary from fractions of a millimeter to a few millimeters. In addition, a few caves contain loose masses of black oxide material. The results reported here are based on examination of 39 specimens and detailed chemical analyses of 18 of them. Most of the coatings are amorphous to x-rays, with at best, only a few broad diffraction lines. Infrared spectroscopy shows that most of the specimens are birnessite, with evidence for romanechite, ranceite, and pyrolusite in a few specimens. All specimens contain both iron and manganese, but the Mn/Fe ratio varies widely. Many specimens are enriched in Ba but depleted in Sr. The manganese and iron oxides contain the transition metals Co, Cu, Ni, V, and Zn in concentrations greater than 0.5 wt% in some specimens. Minor Cr and Mo also occur. Given the extremely low concentrations of these elements expected in freshwater streams in carbonate terrains, the manganese oxides exert a dramatic amplifying effect over the expected background. Manganese oxides appear to act as a dosimeter for heavy metals in karst waters.

INTRODUCTION

Stream cobbles, chert ledges, and other silica substrates exposed to free surface streams in limestone caves are frequently coated with a black substance usually labeled manganese oxide. In most localities, the coatings vary in thickness from fractions of a millimeter to a few millimeters. A few caves are known in which more massive black coatings or loose deposits many centimeters thick occur. As a caveat, it is not appropriate to label every black deposit seen in caves as manganese oxide. As noted by Hill (1982), soot from early explorer’s torches, carbonized organic matter, and other black materials may occur. However, most black stream-bed coatings examined in this study have been identified as manganese oxide, and these coatings are the subject of the present paper.

The oxides of Mn3+ and Mn4+ display a very complex mineralogy, with many crystal structures and many variations in trace element chemistry (Post, 1999). Manganese oxide minerals are widely known from stream sediments, from soils, and from deep-sea nodules. Synthetic manganese oxides are important in technology, particularly as battery materials. It is generally agreed that the oxidation of the soluble Mn2+ to trivalent or tetravalent manganese in near surface environments is mediated by microorganisms. There is a very large body of earlier literature that has been reviewed by Tebo et al. (1997) and includes some quite recent work (Jürgensen et al., 2004).

For the most part, the manganese oxides that occur in caves are very poorly crystallized, thus making the identification of the mineral phase difficult. Birnessite has been identified as the most commonly occurring mineral (Moore, 1981; Kashima, 1983). Other manganese minerals that have been reported from caves, with identifications of varying degrees of confidence, include chalcophanite, cryptomelane, hausmannite, pyrolusite, rancieite, romanechite, and todorokite (Hill and Forti, 1997). Manganese oxides also occur in karst solution cavities (Jones, 1992). Manganese oxide deposits are listed among cave minerals of predominantly microbial origin (Northup and Lavoie, 2001; Spilde et al., 2005). Evidence for specific microorganisms has been provided by Peck (1986) and by Northup et al. (2003).

The present paper is concerned with manganese oxides as scavengers for transition (iron-group) metals in karst environments. Ore-quality concentrations of transition group metals are, of course, well known from marine manganese oxides (Burns and Burns, 1978). Deposition of metal-containing manganese oxides in a surface stream has been measured (Carpenter and Hayes, 1980). Cave deposits form in a fresh-water environment with relatively few sources for transition group metals. However, the few reported analyses (Moore, 1981; Peck, 1986; White et al., 1985) reveal metals such as zinc and nickel at the fractional percent level. Onac et al. (1997) reported high concentrations of rare earth elements in the manganese oxides in a cave in Romania. The present paper reports a more systematic investigation that reveals high concentrations of transition group elements in a variety of cave manganese deposits in the eastern and central United States.
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EXPERIMENTAL METHODS

SAMPLE DESCRIPTIONS

A total of 39 specimens of black coatings and deposits were collected from caves, mostly in the eastern United States. Many of these were stream cobbles, either from active streams or from abandoned high-level cave passages. Many of the coatings were thin, fractions of a millimeter, so that it was not possible to physically remove sufficient sample for analysis. About half, 18 specimens, were either bulk deposits or were coatings of sufficient thickness that they could be sampled for analysis (Table 1). The samples are identified by their number in a master collection of cave material maintained by the senior author.

For those specimens of sufficient mass, milligram quantities of the oxide coatings were scraped off, care being taken to avoid contamination by the substrate and by sample handling. The manganese oxide coatings were soft enough to be easily removed. Bulk deposits could be sampled directly. Solid chips were ground in an agate mortar so that all initial samples were powders.

CHARACTERIZATION METHODS

Textures and rough bulk compositions of the black coatings were measured using a scanning electron microscope equipped with an energy-dispersive X-ray detector (EDX). The EDX spectra confirmed that the coatings were indeed oxides of manganese and also revealed major elements such as Ca, Ba, Al, and Si.

X-ray diffraction was of limited value for phase identification because of the very small particle size and structural disorder within the samples. Infrared spectroscopy was more useful because it allowed comparison of the spectra of the cave deposits with the reference spectra established by Potter and Rossman (1979). All spectra were measured by the KBr pellet technique. One mg of sample was ground with 200 mg of KBr and vacuum cold-pressed into a compact disk that was then inserted into the spectrometer. Several older spectra were obtained from a Perkin-Elmer model 283 dispersive spectrometer. More recent spectra were obtained with a Nicolet Fourier transform spectrometer.

Samples for chemical analysis were dissolved in hydrochloric acid, and the resulting solutions analyzed for cations by DC plasma emission spectroscopy. The limit of detection for the method was 3 ppm with respect to the original solid sample.

RESULTS

CHEMICAL CHARACTERIZATION

Chemical analyses of the deposits are displayed for the powders and bulk specimens in Table 2 and for the coatings in Table 3. The analyses are reported as weight percent oxide with respect to the original solid sample. The total masses of the various component oxides do not add up to 100%, and some samples fall far short of 100%. There are three sources for this discrepancy. Most of the analyses were conducted on a few milligrams of material scraped from chert layers or sandstone stream cobbles. The scrapings were weighed and then dissolved in HCl. Excess silica would be included in the original weighing but not in the final solution injected into the DC plasma. This was confirmed by re-analyzing two of the bulk specimens (for which there was adequate sample) by a fusion technique that took the entire sample into solution. Sample 214
### Table 2. Chemical analyses of massive and loose powder deposits. All compositions in wt%.

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Sample Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>82MM003</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>0.23</td>
</tr>
<tr>
<td>B₂O₃</td>
<td>0.054</td>
</tr>
<tr>
<td>BaO</td>
<td>7.73</td>
</tr>
<tr>
<td>CaO</td>
<td>8.17</td>
</tr>
<tr>
<td>CoO</td>
<td>0.26</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0.038</td>
</tr>
<tr>
<td>CuO</td>
<td>0.51</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.68</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.65</td>
</tr>
<tr>
<td>MgO</td>
<td>2.11</td>
</tr>
<tr>
<td>MnO₂</td>
<td>67.39</td>
</tr>
<tr>
<td>MoO₃</td>
<td>0.052</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.46</td>
</tr>
<tr>
<td>NiO</td>
<td>0.66</td>
</tr>
<tr>
<td>SiO₂</td>
<td>0.33</td>
</tr>
<tr>
<td>SrO</td>
<td>0.2</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.006</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>0.72</td>
</tr>
<tr>
<td>ZnO</td>
<td>0.14</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>0.1</td>
</tr>
<tr>
<td>Total</td>
<td>90.49</td>
</tr>
</tbody>
</table>

### Table 3. Chemical analyses of coatings. All concentrations in wt%.

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Sample Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>531</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>6.62</td>
</tr>
<tr>
<td>B₂O₃</td>
<td>0.014</td>
</tr>
<tr>
<td>BaO</td>
<td>0.64</td>
</tr>
<tr>
<td>CaO</td>
<td>20.5</td>
</tr>
<tr>
<td>CoO</td>
<td>0.074</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0.038</td>
</tr>
<tr>
<td>CuO</td>
<td>0.56</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>4.09</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.13</td>
</tr>
<tr>
<td>MgO</td>
<td>1.37</td>
</tr>
<tr>
<td>MnO₂</td>
<td>20.46</td>
</tr>
<tr>
<td>MoO₃</td>
<td>0.052</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.099</td>
</tr>
<tr>
<td>NiO</td>
<td>0.98</td>
</tr>
<tr>
<td>SiO₂</td>
<td>1.67</td>
</tr>
<tr>
<td>SrO</td>
<td>0.072</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.072</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>0.037</td>
</tr>
<tr>
<td>ZnO</td>
<td>0.17</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>0.17</td>
</tr>
<tr>
<td>Total</td>
<td>57.82</td>
</tr>
</tbody>
</table>
contained 41.0 wt% SiO₂, compared with 0.66% in the acid solution. Sample 580 contained 12.3% SiO₂ by fusion, compared with 0.14% in the acid solution. The second source of discrepancy is that most of the samples are hydrated to some extent, but the results were calculated only as the oxides and did not account for either OH⁻ or bound water. The third, and minor, source is that a few samples contain some carbonate that is taken into solution along with the manganese oxide, but the CO₂ component does not appear in the analysis, although Ca does. Tables 2 and 3 contain the original analytical data. Further interpretation was based on elemental concentrations that were normalized to the sum of oxide components given at the bottoms of the tables.

Thermogravimetric analysis was conducted on four of the samples (214, 575, 580, and 650) from ambient to 1000°C. There was a continuous mass loss of 15–20% up to 700°C, above which the weight remained constant. 5–10% of the mass loss occurred below 150°C and likely represents water and easily decomposed hydrates.

**Structural Characterization**

SEM images of two samples are superimposed on their X-ray emission spectra (Figs. 1 and 2). The Jewel Cave sample (575) is a thick, massive deposit that occupies the floor of one small passage to a depth of at least tens of centimeters. The laboratory sample was several centimeters thick and free of extraneous contamination. The SEM image reveals little structure at the micrometer scale. This locality had been previously examined by Moore (1981), who identified the mineral as hollandite, a conclusion consistent with the high Ba concentration shown in the EDX spectrum. The Mammoth Cave sample (531) was taken from a several-millimeters-thick layer that had been deposited on a chert ledge just above the floodwater zone. The SEM image reveals a granular structure with individual particles about 3–5 μm in diameter. The appearance of Al and Si in the EDX spectrum suggests contamination by silica and silicate minerals in the coating itself; not all contamination is due to the substrate. SEM images of two additional samples, both loose powders from cave floors, (Fig. 3) show a filamentary structure that may indicate a microbial origin. Well-crystallized manganese oxides do occasionally appear in caves, for example, romanèchite from Corkscrew Cave, AZ, which gives a sharp X-ray powder pattern (Onac et al., 2007).

Infrared spectra of two bulk samples display the expected features of manganese oxides (Fig. 4). The Muenster Cave, IA sample (209) was a loose powder; the Jewel Cave sample was a massive, consolidated chunk. The broad bands at 3280 and 3400 cm⁻¹ are the stretching modes of OH groups. The band at 1610 is the H₂O bending mode, which shows that at least some of the OH is H₂O. The intense band at 465 and the group of bands centered at 3280 and 3400 cm⁻¹ are the stretching modes of OH groups. The band at 1610 is the H₂O bending mode, which shows that at least some of the OH is H₂O.
525 cm$^{-1}$ are the stretching modes of the MnO$_6$ octahedra that are the fundamental building blocks of the manganese oxide mineral structures.

Infrared spectra also reveal the presence of mineral contaminants (Fig. 5). Specimen 214 contains a great deal of silica, which appears in the IR spectrum as the intense band at 1030 cm$^{-1}$. The weaker bands at 795, 772, and 690 cm$^{-1}$ identify the contaminant mineral as quartz.

Specimen 531 contains both silica and carbonate, the latter producing the strong absorption at 1425 cm$^{-1}$.

Examination of the Mn-O stretching mode on the four samples in Figures 4 and 5 and three additional spectra (only the Mn-O band) in Figure 6 makes clear that the manganese mineral coatings deposited in cave environments have distinctly different structures. The cave samples, as cold water deposits, are crystallized only at
Figure 4. Infrared spectra of two phase-pure manganese oxides.

Figure 5. Infrared spectra of two contaminated manganese oxides.
the nano-scale so that their X-ray diffraction patterns are essentially featureless. Tentative interpretation of the IR spectra of 14 of the 18 samples gives mineral identifications of eight birnessites, one romanechite, two rancieites, and three pyrolusites.

HEAVY METAL CHEMISTRY IN CAVE MANGANESE OXIDE MINERALS

IRON/MANGANESE RELATIONS

There is a rough correlation between iron and manganese in the deposits (Fig. 7). All of the Mn-rich deposits and coatings contain at least some Fe. There appears to be a gap between Fe-rich Mn deposits and three samples that might be called Mn-containing iron deposits.

ALKALINE EARTH RELATIONS

Normalized concentrations of BaO, SrO, CaO, and MgO are displayed in Figure 8. The high Ca concentration is expected, since Ca is a component of many of the manganese oxide minerals and the deposits examined all formed from carbonate waters. Many of the samples are Ba-rich, with BaO concentrations between 1 and 10 wt%. What is surprising is that Sr seems to be strongly suppressed. Concentrations of SrO range from less than 0.01 wt% to, at most, a few tenths of a percent, almost two orders of magnitude less than BaO. Carbonate mineral deposits in caves (speleothems), usually composed of calcite or aragonite, contain more Sr than Ba.

TRANSITION METAL RELATIONS

Cave Mn deposits, like ocean floor nodules and other stream Mn deposits, contain substantial quantities of transition metals (Fig. 9). Of the seven trace metals plotted in Figure 9, CoO, NiO, V₂O₅, and ZnO are present in some samples at concentrations greater than one wt%. The samples represent a range of localities, mostly in the eastern United States. The cave streams from which the samples were taken are mostly in the headwaters of their associated drainage basins. Background concentrations of transition metals in the streams are not known for any of the localities and, indeed, the streams are no longer present in many of the cave passages.
Mn-oxide minerals in general, and birnessite (\(\text{MnO}_2\)) in particular, are extremely effective adsorbers of transition metals. The enhancement factors between the background concentration in the cave streams or groundwater and the concentration in the deposits are on the order of 10^6. There is the possibility that the concentrations of transition metals in manganese oxides reflect the concentrations in the surface environment. If this should prove to be the case, the manganese oxides would act as a dosimeter for other metals in the environment.

**Conclusions**

Analyses of transition metals in freshwater surface streams are rare, and the few observed concentrations are highly variable. Such sparse data as are available suggest that transition metal concentrations would be expected to be in the range of a few parts per billion. At the high end are elements such as V and Zn in the range of tens of parts per billion. At the low end, is Co at fractions of a parts per billion. Yet Co appears in the Mn-deposits at concentrations from 0.01 to 1 wt% (10^5 to 10^7 ppb). The Mn-oxide minerals in general, and birnessite (\(\text{MnO}_2\)) in particular, are extremely effective adsorbers of transition metals. The enhancement factors between the background concentration in the cave streams or groundwater and the concentration in the deposits are on the order of 10^6. There is the possibility that the concentrations of transition metals in manganese oxides reflect the concentrations in the surface environment. If this should prove to be the case, the manganese oxides would act as a dosimeter for other metals in the environment.
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Abstract: Most cave and karst ecosystems are believed to be dependent on an influx of allochthonous organic carbon. Although microbes are largely responsible for the fate of dissolved organic matter (DOM) in karst, the role of microbes in chemosynthetic (autochthonous) production and processing of DOM has received limited attention. Chromophoric dissolved organic matter (CDOM) is the fraction of DOM that absorbs ultraviolet and visible light, and differences in the fluorescence spectral characteristics of humic-like (terrestrial) and protein-like (microbially-derived) CDOM allow for tracing the relative contributions of allochthonous or autochthonous carbon sources, respectively, in water. We investigated CDOM in karst-aquifer well and spring waters along the fresh- to saline-water transition zone of the Edwards Aquifer, Central Texas, over a four year period. The groundwater fluorescence spectral characteristics were distinct from those generally observed in surface waters and soil porewaters. The dominant source of organic carbon in the aquifer waters may be a product of chemolithoautotrophic primary production occurring in situ. It is possible that the absence of a strong terrestrial CDOM signature may be due to filtering effects in the epikarst or rapid utilization by heterotrophs in the aquifer. Our results indicate that intense recharge following periods of drought may influence the intensity of microbial activity, either due to an influx of DOM or nutrients from the surface that was not quantified by our analyses or because of increased in situ autotrophic activity, or both. The variable contributions of allochthonous and autochthonous DOM during and after recharge events call into question whether karst aquifer ecosystems are necessarily dependent on allochthonous organic matter.

INTRODUCTION

For most karst aquifers, meteoric water enters the subsurface from the surface (e.g., at sinkholes, fractures), moves for some distance underground in conduit- or in diffuse-flow systems, and often resurges at the surface as diffuse or spring discharge (White, 1988). The surface-derived water can carry with it a signature of its origin, including particulate and dissolved organic matter (DOM) from plant and soil material, but also anthropogenic contaminants. As a direct result of this hydrological connectivity between the surface and subsurface, karst aquifers are one of the most susceptible habitat types to disturbance due to their responsiveness to changes in the surface-water balance and possible contaminant release (e.g., Chen et al., 2001; Butscher and Huggenberger, 2009). In recent years, climatic conditions and widespread urbanization have led to increased stress on karst aquifer systems, which can be important drinking water sources due to their potential for significant permeability and porosity.

One way to monitor water quality and ecosystem integrity for management and conservation purposes is by evaluating the nature and behavior of DOM (Spizzico et al., 2005; Green et al., 2006). DOM is important in the global carbon cycle and ecosystem nutrient balance, as well as in the transport of trace metals and organic contaminants in natural and engineered systems (e.g., McKnight et al., 1992; Johnson and Amy, 1995). DOM is found throughout the biosphere as a complex mixture of freely dissolved and aggregated organic molecules at various stages of chemical, physical, or biological compositional change from parent compounds; the sum of these processes is known as diagenesis (e.g., Peuravuori and Pihlaja, 2004). Unfortunately, there have been limited investigations on the nature of DOM in karst (e.g., Baker and Genty, 1999; Farnleitner et al., 2005; Green et al., 2006; Einsiedl et al., 2007).

Chromophoric (also known as colored) dissolved organic matter (CDOM) is the fraction of DOM that
absorbs ultraviolet (UV) and visible light and represents a wide range of structures within the compositional range of DOM. Essentially, CDOM is what causes the pale yellow to brown color of filtered natural water (i.e., water not containing suspended particles like clays). The absorbance and fluorescence properties of CDOM, measured at natural abundance concentrations via spectroscopic methods, can provide information on the nature of the DOM present in a water sample, as well as DOM parent materials. By measuring the fluorescent properties of CDOM, it is possible to distinguish between DOM derived from terrestrial sources, which are dominated by the degradation products of photosynthetic primary production, and other microbial sources, which are characterized by fluorescent amino acids (McKnight et al., 2001). Various modes of degradation can affect CDOM characteristics, including photodegradation due to exposure to UV radiation from the sun and biodegradation through microbial heterotrophic metabolism. Fluorescence can also be used to identify the presence of various types of contaminants, such as polycyclic aromatic hydrocarbons (combustion byproducts) and fluorescent brightening agents (often present in wastewater and sewage).

In uncontaminated natural waters, two types of CDOM fluorophores are typically observed and are manifested as humic-like and protein-like peaks or features in collected fluorescence spectra (Baker and Lamont-Black, 2003; Chen et al., 2003; Hudson et al., 2007). Humic substances, primarily fulvic acids, are the dominant component of DOM in most surface waters. These materials represent a large fraction of the total dissolved organic carbon (DOC) because their refractory nature and high solubility allow them to accumulate in solution (Frimmel, 1998). In general, humic-like fluorescence is a term used to describe spectral features that resemble those of isolated humic and fulvic acids, while the term protein-like fluorescence applies to spectral peaks attributed to the fluorescent amino acids tryptophan and tyrosine. Although both fluorophore types absorb and are excited by UV light (240–360 nm), humics emit primarily in the violet to near-green wavelengths (400–500 nm), which is attributed to complex photophysical interactions between quinone-like structures from degraded terrestrial material, such as lignin (Ariese et al., 2004; Del Vecchio and Blough, 2004; Cory and McKnight, 2005; Boyle et al., 2009; Cook et al., 2009). In contrast, microbially-derived CDOM emits in the UVB to UVA wavelength range (300–380 nm). In karst, CDOM spectral features are expected to be derived from several sources, including material brought into the system by surface recharge, wind, speleothem drip-waters, or as guano, produced from microbial processing of allochthonous material within the aquifer, and in situ microbial activity (e.g., Griebler and Lueders, 2008) (Fig. 1).

Healthy aquatic environments contain high concentrations of microbial biomass (e.g., Whitman et al., 1998, Griebler and Lueders, 2008). In the absence of allochthonous input, autochthonous CDOM produced by microbial activity is the dominant form of DOM in groundwater.
which is supported from examinations of CDOM that possess a relatively greater portion of biologically labile materials relative to surface waters, including polysaccharides, alkyl alcohols, aldehydes, ketones, and amides that are produced in situ (Leenheer, 1981). However, except for some studies of CDOM in groundwater (Baker and Lamont-Black, 2003), cave drip waters (e.g., Baker and Genty, 1999), and the open ocean (Murphy et al., 2008) that identified significant protein-like fluorescence associated with microbial activity, there have been few investigations of systems where terrigenous DOM sources or photosynthetically-driven microbial activity are lacking (e.g., McKnight et al., 2001). It is clear that fluorescence signatures indicative of microbial activity are often not observed in water samples because biomolecules are more susceptible to enzymatic attack relative to more refractory fulvic acids (e.g., Moran and Hodson, 1990; Claus et al., 1999; Ogawa et al., 2001; Hertkorn et al., 2002; Yamashita and Tanoue, 2003; Anesio et al., 2004; Judd et al., 2006).

Therefore, our current understanding of the nature and behavior of CDOM primarily derived from microbes and microbial activity is limited. These issues make investigating the relative contribution of different sources of organic matter in caves and karst aquifers unique. In cave and karst settings, it is clear that water from the surface contributes to the majority of recharge. Organic matter from terrestrial sources is expected to enter into these waters via leaching from vadose soils and epikarst. In addition, subsurface environments are devoid of sunlight, and therefore two important processes in the terrestrial carbon cycle (photosynthesis and photodegradation) do not directly affect DOM in these systems. Because of the combination of distinct CDOM signature anticipated for surface-derived recharge and the lack of photophysical processes in caves and karst, any CDOM produced in situ, for example by chemolithoautotrophic microbial activity, should possess fluorescent characteristics that are readily distinguishable.

In this study, our goal was to characterize CDOM from fresh and saline water sampled from the karstic Edwards Aquifer in Central Texas, one of the most spatially extensive, permeable, and productive aquifers in the United States (e.g., Hovorka et al., 1995; Sharp and Banner, 1997). Based on what is known of aquifer geochemistry, hydrology, and microbiology, we hypothesized that allochthonous CDOM input would be distinguishable from an autochthonous CDOM generated by in situ microbial activity, and that microbial signatures would be more prevalent in the deep, more saline portions of the aquifer. Additionally, the samples were available over a four-year window that included periods of severe drought and intense recharge in the Edwards Aquifer region. This allowed for an assessment of the potential use of fluorescence to examine changes in CDOM sources during and following climatic events that might perturb the subsurface hydrology and ecosystem.

**Materials and Methods**

**The Edwards Aquifer**

The Edwards Aquifer is located in south-central Texas and extends across a narrow, 8- to 60-km-wide tract approximately parallel to the Balcones Fault Zone that arcs from north of the city of Austin to south of the city of Brackettville. The aquifer is within extensively karstified Cretaceous carbonate rock units, with a predominant groundwater flow path from southwest to northeast (e.g., Hovorka et al., 1995; Groscehen and Buszka, 1997; Kuniansky et al., 2001; Lindgren et al., 2004). The aquifer is subdivided into different segments based on discharge sites and regional structural controls, as well as by water type. In general, recharge to the aquifer takes place where limestone outcrops in the recharge zone along the Balcones Fault Zone and on the Edwards Plateau in the contributing zone (Fig. 2) (Lindgren et al, 2004). Edwards Plateau soils are mullisols that support grasses, savanna vegetation, and some trees; these terrigenous sources would be expected to contribute soil humics and photosynthetically-derived organic material, like lignin and cellulose, to the aquifer. In comparison, regional soils are generally described as thin and stony and have been characterized as dominantly calcareous, clayey, and loamy (e.g., Musgrove and Banner, 2004).

Downdip of the recharge and contributing zones, the aquifer is artesian and is predominately freshwater, with total dissolved solids (TDS) of 1000 mg L\(^{-1}\) or less (Groscehen and Buszka, 1997). Permeability within the freshwater zone is multimodal and varies over eight orders of magnitude, with a significant percentage of the porosity represented by a complex network of fractures (fracture flow), macroscopic caves, and underground solution-enlarged features (conduit flow) (Hovorka et al., 1995). Natural freshwater discharges from the artesian zone along faults, including at San Pedro Springs, Comal Springs, and San Marcos Springs, from southwest to northeast, respectively (Fig. 2).

TDS values in excess of 1000 mg L\(^{-1}\) constitute saline water, and the transition between the freshwater and saline-water zone, locally known as the bad-water line (Schultz, 1993), trends parallel to the Balcones Fault Zone, and is encountered at depth and downdip of the freshwater (Fig. 2). The saline-water zone has high concentrations of hydrogen sulfide (H\(_2\)S) as a result of leakage of brine and H\(_2\)S gas from oil-fields along the eastern edge of the aquifer (e.g., Sharp and Banner, 1997). Although there is still much to be learned about the saline-water zone, flow is hypothesized to be in tight fractures or through intercrystalline or intergranular porosity (matrix flow) (e.g., Hovorka et al., 1995). The freshwater–saline-water interface is generally stable through time, although historical data from times of regional drought indicate that saline water may have discharged from freshwater springs and
that there is possible updip movement of the transition zone (e.g., Harden, 1968; Perez, 1986).

The classic model for karst development in carbonates involves carbonic acid dissolution, where carbon dioxide (CO₂) is sourced from infiltrating meteoric water and dissolution is focused at a local to regional base level. This would imply that most karst development takes place at or above the water table. However, for the Edwards Aquifer, karstification due to carbonic acid is juxtaposed with the possibility of dissolution within the saline-water zone that some have suggested is due to abiotic or microbial sulfide oxidation to sulfuric acid (e.g., Grubbs, 1991; Schindel et al., 2000; Randall, 2006; Engel and Randall, 2008). It is unclear how much of Edwards Aquifer development may be a result of this type of process or to what extent microbes influence the nature of porosity and permeability between the fresh and saline-water zones.

**Sample Acquisition and Geochemical Characterization**

We focused our investigation during a time period extending from May 2005 to April 2009, and only in Hayes, Comal, Bexar, and Medina counties. We collected water from wells drilled into the Edwards Aquifer carbonates within the saline-water zone and at freshwater springs (Table 1; Fig. 2). When collected from wells, water was purged a minimum of one well volume prior to sample acquisition (purge volumes depended on well volumes). Grab samples were collected at springs. Physiochemical properties were measured immediately in the field using standard electrode methods (e.g., APHA, 1998), including temperature and pH on an Accumet AP62 meter with a double junction electrode (Accumet, Fisher Scientific, USA), and TDS and temperature on a YSI-85 meter (YSI Inc., Yellow Springs, OH, USA). Dissolved hydrogen sulfide was measured in the field using the methylene blue colorimetric method on a portable V-2000 multi-analyte photometer (CHEMetrics, Inc., Calverton, VA, USA) (APHA, 1998). Alkalinity, as total titratable bases, here dominated by bicarbonate, although acetate can also be high in some saline waters (Groscehen and Buszka, 1997), was determined in the field from a filtered sample by titration to pH 4.3 (APHA, 1998). Each water sample was filtered simultaneously into HDPE bottles through a 0.45-mm Whatman glass fiber filter (GF/F, precombusted at 500°C) and a 0.2-mm polyvinylidene-fluoride membrane (PVDF) filter (Millipore, Bedford, Mass.). Filtered water was stored on ice for transport and maintained at 4°C until analysis, at which point samples were brought to room temperature (~22°C).

**Fluorescence Spectroscopy**

Fluorescence measurements on samples from May 2005, January 2007, and June 2007 were made using a SPEX Fluorolog-3 spectrophluorometer (Jobin Yvon, Edison, NJ, USA). Spectra for samples from March 2008 and April 2009 were made using a SPEX Fluoromax-4 spectrophluorometer. Identical settings were used with both instruments. Slits for both excitation and emission monochromators were set to 5 nm, and a 0.1 second integration time was used. Analyses were done in a 1-cm quartz cuvette at room temperature (22°C). Instrument stability was...
Table 1. General descriptions of Edwards Aquifer water samples, including well depth, either as the depth interval of the open-hole (O) or the screened interval depths (S), and total dissolved solids (TDS), dissolved sulfide concentrations, and total alkalinity.

<table>
<thead>
<tr>
<th>Sampling Site Name</th>
<th>Well Number</th>
<th>Collection Period</th>
<th>Well Depth (m)</th>
<th>Temp (°C)</th>
<th>pH</th>
<th>TDS (mg L(^{-1}))</th>
<th>Sulfide (mg L(^{-1}))</th>
<th>Alkalinity (mg L(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paradise Alley well</td>
<td>DX-68-23-616A</td>
<td>May 2005</td>
<td>209–224(^{S})</td>
<td>23.6</td>
<td>7.20</td>
<td>1140</td>
<td>3.5</td>
<td>233</td>
</tr>
<tr>
<td>Paradise Alley well</td>
<td>DX-68-23-616A</td>
<td>Jan. 2007</td>
<td>23.0</td>
<td>7.80</td>
<td>1559</td>
<td>0</td>
<td>0</td>
<td>199</td>
</tr>
<tr>
<td>Paradise Alley well</td>
<td>DX-68-23-616A</td>
<td>June 2007</td>
<td>25.0</td>
<td>7.23</td>
<td>1149</td>
<td>3.3</td>
<td>253</td>
<td></td>
</tr>
<tr>
<td>Paradise Alley well</td>
<td>DX-68-23-616A</td>
<td>March 2008</td>
<td>25.4</td>
<td>7.25</td>
<td>1159</td>
<td>4.6</td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>Paradise Alley well</td>
<td>DX-68-23-616A</td>
<td>April 2009</td>
<td>24.3</td>
<td>7.25</td>
<td>1443</td>
<td>4.2</td>
<td>327</td>
<td></td>
</tr>
<tr>
<td>Comal Spring #3</td>
<td></td>
<td>Jan. 2007</td>
<td>23.3</td>
<td>7.18</td>
<td>372</td>
<td>0</td>
<td>0</td>
<td>250</td>
</tr>
<tr>
<td>Comal Spring #3</td>
<td></td>
<td>March 2008</td>
<td>23.1</td>
<td>7.07</td>
<td>302</td>
<td>0</td>
<td>0</td>
<td>248</td>
</tr>
<tr>
<td>LCRA field deep well</td>
<td>DX-68-23-617</td>
<td>June 2007</td>
<td>214–226(^{S})</td>
<td>25.0</td>
<td>7.31</td>
<td>369</td>
<td>0</td>
<td>271</td>
</tr>
<tr>
<td>LCRA field deep well</td>
<td>DX-68-23-617</td>
<td>March 2008</td>
<td>25.2</td>
<td>7.03</td>
<td>373</td>
<td>0</td>
<td>0</td>
<td>262</td>
</tr>
<tr>
<td>LCRA field shallow well</td>
<td>DX-68-23-618</td>
<td>June 2007</td>
<td>166–180(^{S})</td>
<td>24.5</td>
<td>7.46</td>
<td>438</td>
<td>0.3</td>
<td>239</td>
</tr>
<tr>
<td>LCRA field shallow well</td>
<td>DX-68-23-618</td>
<td>March 2008</td>
<td>23.9</td>
<td>7.50</td>
<td>459</td>
<td>0.3</td>
<td>235</td>
<td></td>
</tr>
<tr>
<td>Girl Scout shallow well</td>
<td>DX-68-23-619A</td>
<td>June 2007</td>
<td>185–198(^{S})</td>
<td>24.9</td>
<td>7.32</td>
<td>375</td>
<td>trace</td>
<td>289</td>
</tr>
<tr>
<td>Girl Scout deep well</td>
<td>DX-68-23-619B</td>
<td>June 2007</td>
<td>228–240(^{S})</td>
<td>24.4</td>
<td>7.42</td>
<td>353</td>
<td>trace</td>
<td>229</td>
</tr>
<tr>
<td>Sonterra well #8</td>
<td>AY-68-28-310</td>
<td>May 2005</td>
<td>103–373(^{O})</td>
<td>26.0</td>
<td>7.40</td>
<td>990</td>
<td>trace</td>
<td>219</td>
</tr>
<tr>
<td>Aquarena Golf Course well</td>
<td>LR-67-01-814A</td>
<td>Jan. 2007</td>
<td>154–169(^{S})</td>
<td>22.0</td>
<td>6.87</td>
<td>12,440</td>
<td>38.5</td>
<td>290</td>
</tr>
<tr>
<td>Aquarena Hotel spring</td>
<td>LR-67-01-801</td>
<td>June 2007</td>
<td>21.6</td>
<td>7.12</td>
<td>401</td>
<td>0</td>
<td>331</td>
<td></td>
</tr>
<tr>
<td>South Medina well</td>
<td>TD-69-63-103</td>
<td>June 2007</td>
<td>801–1038(^{O})</td>
<td>38.9</td>
<td>7.31</td>
<td>366</td>
<td>trace</td>
<td>223</td>
</tr>
<tr>
<td>Farm well</td>
<td>TD-69-55-503</td>
<td>June 2007</td>
<td>137–610(^{O})</td>
<td>27.7</td>
<td>7.26</td>
<td>332</td>
<td>0</td>
<td>240</td>
</tr>
<tr>
<td>SE Medina well</td>
<td>TD-68-49-813</td>
<td>June 2007</td>
<td>783–973(^{O})</td>
<td>41.4</td>
<td>7.16</td>
<td>817</td>
<td>5.9</td>
<td>346</td>
</tr>
</tbody>
</table>
determined using the Raman peak of deionized water excited at 348 nm with emission monitored at 395 nm (position of Raman peak indicated by the white circle in Fig. 3, panel a). Raman intensities were consistent during each session, with values varying less than 2% between runs on both instruments. Samples were analyzed in signal/reference mode with the fluorescence emission intensity normalized to the intensity of the xenon lamp at the particular excitation wavelength applied. Absorbance spectra for May 2005, January 2007, and June 2007 samples were collected using a double-beam UV-3101PC spectrophotometer (Shimadzu Corporation, Kyoto, Japan), while spectra for those samples from March 2008 and April 2009 were collected using a double-beam Lambda-850 spectrophotometer (Perkin Elmer, Waltham, Mass.). For both instruments, absorbance spectra were obtained using a 1-cm quartz cuvette over the range of 200–700 nm with deionized water as the reference.

Excitation-emission matrix (EEM) fluorescence spectra were obtained by collecting a series of forty-three emission scans (\(\lambda_{Em} = 250–550\) nm, 2.5-nm steps) at 5-nm excitation wavelength (\(\lambda_{Ex}\)) intervals between 240 and 450 nm. An EEM spectrum provides a fluorescence spectral signature of a sample containing CDOM within the UV and visible range of the electromagnetic spectrum. Examples of EEM spectra are shown in Figure 3 (panels a, b, and e–h) and Figure 4. Spectral corrections for primary and secondary inner filter effects were made using absorbance spectra (Lakowicz, 1999). Raman scattering was mitigated by subtracting a blank spectrum collected on pyrogen-free deionized water from each corrected EEM. Rayleigh scattering effects were edited from each spectrum following correction and blank subtraction. Differences between uncorrected and corrected EEMs can be seen by comparing panels a and b of Figure 3 and the effects on individual emission scans are illustrated in panels c and d. EEM contour plots were assembled by combining the individual emission spectra using SigmaPlot 10 (Systat Software, Inc., San Jose, CA, USA). Each contour line represents between 5% and 10% of the maximum emission intensity, depending on the number of contour lines shown.

CDOM spectra are often described in terms of characteristic peaks that have been identified in studies of surface waters from a wide range of environments. The system described by Coble (1996) is one of the most commonly used for discussing CDOM fluorescent features. The peaks include UVC-excited humics (peak A, \(\lambda_{Ex} \approx 260\) nm, \(\lambda_{Em} = 400–460\) nm), UVA-excited humics (peak C, \(\lambda_{Ex} = 320–360\) nm, \(\lambda_{Em} = 420–460\) nm), marine humics (peak M, \(\lambda_{Ex} = 290–310\) nm, \(\lambda_{Em} = 370–410\) nm), tyrosine-like (peak B, \(\lambda_{Ex} = 275\) nm, \(\lambda_{Em} = 305\) nm) and tryptophan-like (peak T, \(\lambda_{Ex} = 275\) nm, \(\lambda_{Em} = 340\) nm). The locations of these peaks are illustrated in Figure 3, panel b.

Two diagnostic metrics based on specific emission scans were used to assess ecologically relevant properties of the CDOM in the aquifer samples. The Zsolnay Humification Index (HIX) (Zsolnay et al., 1999) is used to estimate the degree of CDOM humification, which can be considered an indicator of DOM bioavailability within a natural system because highly humified organic substances are expected to

<table>
<thead>
<tr>
<th>Sampling Site Name</th>
<th>(I_{max}) (RU)</th>
<th>(\lambda_{Em, max}) (nm)</th>
<th>(\lambda_{ex, max}) (nm)</th>
<th>FI</th>
<th>HIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paradise Alley well (a)</td>
<td>3.4</td>
<td>395</td>
<td>240</td>
<td>2.16</td>
<td>4.30</td>
</tr>
<tr>
<td>Paradise Alley well (c)</td>
<td>3.3</td>
<td>395</td>
<td>240</td>
<td>2.14</td>
<td>3.48</td>
</tr>
<tr>
<td>Paradise Alley well (e)</td>
<td>37.0</td>
<td>340</td>
<td>270</td>
<td>1.93</td>
<td>0.39</td>
</tr>
<tr>
<td>Paradise Alley well (i)</td>
<td>2.0</td>
<td>382.5</td>
<td>240</td>
<td>2.01</td>
<td>5.00</td>
</tr>
<tr>
<td>Paradise Alley well (l)</td>
<td>1.7</td>
<td>385</td>
<td>240</td>
<td>1.90</td>
<td>2.98</td>
</tr>
<tr>
<td>Comal Spring #3</td>
<td>1.0</td>
<td>412.5</td>
<td>240</td>
<td>1.79</td>
<td>4.33</td>
</tr>
<tr>
<td>Comal Spring #3 (j)</td>
<td>0.8</td>
<td>415</td>
<td>240</td>
<td>1.74</td>
<td>2.93</td>
</tr>
<tr>
<td>LCRA field deep well</td>
<td>12.5</td>
<td>305</td>
<td>240</td>
<td>1.58</td>
<td>1.15</td>
</tr>
<tr>
<td>LCRA field deep well (l)</td>
<td>1.6</td>
<td>435</td>
<td>240</td>
<td>1.51</td>
<td>9.03</td>
</tr>
<tr>
<td>LCRA field shallow well (g)</td>
<td>16.0</td>
<td>342.5</td>
<td>240</td>
<td>1.84</td>
<td>0.62</td>
</tr>
<tr>
<td>LCRA field shallow well (k)</td>
<td>1.6</td>
<td>375</td>
<td>240</td>
<td>1.75</td>
<td>3.40</td>
</tr>
<tr>
<td>Girl Scout shallow well</td>
<td>10.5</td>
<td>307.5</td>
<td>240</td>
<td>1.54</td>
<td>1.12</td>
</tr>
<tr>
<td>Girl Scout deep well (f)</td>
<td>3.7</td>
<td>340</td>
<td>275</td>
<td>1.90</td>
<td>0.55</td>
</tr>
<tr>
<td>Sonterra well #8 (b)</td>
<td>2.2</td>
<td>395</td>
<td>250</td>
<td>2.65</td>
<td>2.52</td>
</tr>
<tr>
<td>Aquarena Golf Course well (d)</td>
<td>2.7</td>
<td>397.5</td>
<td>240</td>
<td>2.38</td>
<td>2.72</td>
</tr>
<tr>
<td>Aquarena Hotel spring (h)</td>
<td>10.5</td>
<td>342.5</td>
<td>240</td>
<td>1.90</td>
<td>0.61</td>
</tr>
<tr>
<td>South Medina well</td>
<td>16.5</td>
<td>337.5</td>
<td>275</td>
<td>1.72</td>
<td>0.17</td>
</tr>
<tr>
<td>Farm well</td>
<td>3.9</td>
<td>310</td>
<td>240</td>
<td>1.92</td>
<td>0.24</td>
</tr>
<tr>
<td>SE Medina well</td>
<td>4.6</td>
<td>305</td>
<td>240</td>
<td>2.41</td>
<td>0.51</td>
</tr>
</tbody>
</table>
be less labile, and therefore, persist in the environment longer than substances with a low degree of humification (Zsolnay et al., 1999; Ohno, 2002). Soil and terrestrially-derived CDOM is expected to have higher HIX values than CDOM from microbial sources. The HIX was calculated by dividing the sum of the emission intensities between 435 and 480 nm by the sum of the intensities between 300 and 345 nm with excitation at 254 nm. The McKnight Fluorescence Index (FI) (McKnight et al., 2001) was used to assess the relative contributions of allochthonous (terrestrially-derived material) and autochthonous (microbial material produced in situ) CDOM. FI values are determined from an emission scan with excitation at 370 nm by calculating the ratio of the emission intensity at 450 nm to that at 500 nm (McKnight et al., 2001). In a study of fulvic acids derived from terrestrial and microbial sources, McKnight et al. (2001) determined that FI values of 1.4 or less indicated CDOM of terrestrial origin, while values of 1.9 or higher corresponded to microbially-derived CDOM. Moreover, when applied to filtered whole water samples, similar diagnostic values resulted (McKnight et al., 2001). Examples of the emission scans used to calculate these indices are shown in panels c (FI) and d (HIX) of Figure 3.

**STANDARDS AND MODEL COMPOUNDS FOR FLUORESCENCE SPECTROSCOPY**

A set of reference fluorescence spectra was obtained to represent CDOM from different environments and compounds whose fluorescence characteristics are similar to CDOM spectral features observed in other studies. Samples from the International Humic Substances Society (IHSS) served as proxies for dissolved humic substances derived from terrestrial plants (Suwannee River fulvic acid, Georgia, USA, IHSS catalog #2S101F) and photosynthetic microorganisms (Pony Lake fulvic acid, Antarctica, IHSS catalog #1R109F). Other standards included L(-) tryptophan (Acros Organics, Thermo Fisher Scientific, Inc., NJ, USA) and L(-) tyrosine (Acros Organics). Tryptone (Fisher Bioreagents, Fisher Scientific, Inc., NJ, USA), a casein digest commonly used as an additive in microbial culture media, was included to obtain a protein-like signature. All comparison samples were prepared to concentrations of ~10 mg carbon L$^{-1}$ using pyrogen-free deionized water. Corrected EEM spectra for these materials are shown in Figure 3 (panels e–h) and illustrate the different regions of the excitation-emission fluorescence landscape occupied by humic-like

![Figure 3. Overview of fluorescence excitation-emission matrices (EEMs) and scans along with corrected spectra of surface water fulvic acids and biological fluorophore standards. (a) Uncorrected EEM spectrum for Paradise Alley well water (March 2008) showing scattering bands relating to (from upper left to lower right) 1st order Rayleigh, 1st order Raman, 2nd order Rayleigh and 2nd order Raman; dashed lines indicate positions of emission scans for the Humification Index (HIX) (bottom) and Fluorescence Index (FI) (top); white circle indicates position of the reference Raman peak ($\lambda_{\text{ex}} = 348$ nm, $\lambda_{\text{em}} = 395$ nm). (b) Corrected EEM spectrum for Paradise Alley well water (March 2008) following inner filter effect corrections, removal of Raman scattering by DI water blank subtraction and editing to remove Rayleigh scattering bands. Positions of Coble (1996) peak designations indicated by letters A, C, M, T and B (see Results section for details). (c) Uncorrected (solid line) and corrected (dashed line) emission scan for FI calculation (intensities at 450 and 500 nm indicated by arrows). (d) Uncorrected (solid line) and corrected (dashed line) emission scan for HIX calculation (integration areas indicated). (e) Suwannee River fulvic acid EEM spectrum (terrestrial humic-like standard). (f) Pony Lake fulvic acid EEM spectrum (microbial humic-like standard). (g) EEM spectrum of tryptone (protein-like standard). (h) EEM spectra of the fluorescent amino acids tyrosine (left peak) and tryptophan (right peak).](image-url)
HYDROLOGICAL AND DROUGHT DATA FOR THE EDWARDS AQUIFER

Climatic and hydrologic extremes of Central Texas lead to significant fluctuation in annual recharge to the aquifer, primarily in response to variation in regional precipitation. To compare the fluorescence characteristics of aquifer-water samples to hydrological conditions relevant to recharge, data were obtained from online databases maintained by local and federal agencies charged with monitoring important aspects of the hydrology of Edwards Aquifer. We used the Palmer Drought Severity Index (PDSI) (Palmer, 1965) for Texas Divisions 6 and 7 to assess the relative availability of recharge water for the Edwards Aquifer system. The National Oceanic and Atmospheric Administration, through the Climate Prediction Center, publishes PDSI data for specific regions throughout the United States\(^1\). Division 6 encompasses the Edwards Plateau (i.e., recharge and contributing zones) and Division 7 contains the locations of the wells and discharge springs. The PDSI is based on a water balance approach, taking into account precipitation and soil moisture supply. PDSI values below zero correspond to drier than normal conditions and values below \(-4\) indicate extreme drought.

For a direct indicator of water storage in the aquifer, we used information on well levels and spring flow rates, as well as the estimated annual net extraction or influx of aquifer water, during the study period. Water levels for three regional wells and the flow rates for two springs were acquired from Edwards Aquifer Authority (EAA) reports and online data\(^2\) (Schindel, 2008). We focused on well-level data from the Hondo Index Well, Medina County, and flow-rate data for Comal Springs, Comal County, which were representative of the others. Annual total recharge to, and discharge from, the Edwards Aquifer for most of the study period was found in a recent report from the EAA (Schindel, 2008). Net annual water influx or extraction from the aquifer was calculated for 2005, 2006, and 2007 using these values.

**STATISTICAL ANALYSES**

Student’s t-test (2-tail, type 2) analyses were performed to assess whether FI, HIX, and emission maximum wavelength (\(\lambda_{Em, Max}\)) values determined for samples

---

\(^1\)http://www.cpc.noaa.gov/products/monitoring.ftp//ftp.ncdc.noaa.gov/pub/data/cirs/

\(^2\)http://www.edwardsaquifer.org/pages/waterlevels_sa.asp
collected during the four sampling events were significantly correlated. Calculations were made using Microsoft Excel (Redmond, WA). \( P \)-values below 0.05 were considered indicative of significant differences between the measured and calculated fluorescence parameters determined during each sampling period. Statistical comparison was not possible for the April 2009 sampling event, as water could only be obtained from a single well.

RESULTS

CHARACTERIZATION OF CHROMOPHORIC DISSOLVED ORGANIC MATTER

Maximum fluorescence emission intensities (\( I_{\text{Max}} \)) of CDOM in Edwards Aquifer samples were between 1 and 40 Raman Units (RU) (Table 2). The EEM spectra contained many of the characteristic peaks observed in other studies of marine and terrestrial CDOM (Fig. 3, panel b). The dominant features in the CDOM spectra for water samples collected during May 2005, January 2007, March 2008, and April 2009 were peaks A and M, with some samples containing contributions from peaks C, T, and B. The June 2007 samples were dominated by peak T, which had fluorescent intensities that were an order of magnitude higher than any other feature present. It should be noted that the fluorescence response of CDOM is sensitive to pH and temperature; however, this was not an issue for the aquifer waters, which all had circumneutral pH and moderate temperatures that were not significantly different among the sampling times (Table 1).

FLUORESCENCE INDICES

Average values and standard deviations for HIX, FI, and \( \lambda_{\text{Em, Max}} \) determined for each sampling event are shown in Figure 5a. The two fluorescence indices, HIX and FI, provide a clear contrast among the reference materials and the well and spring waters (Table 2). The IHSS reference fulvic acids had HIX values greater than 25. The HIX value for tryptone was 0.05. All but one of the Edwards Aquifer water samples from May 2005, January 2007, March 2008, and April 2009 had HIX values of 5 or lower and none of the June 2007 samples had values greater than 1.2. FI values are rarely lower than \(~1.0\), and the highest reported values are less than \(~3.0\) (McKnight et al., 2001). As an example of typical surface water humic substances, Suwannee River fulvic acid exhibited a FI value of 1.25, while for tryptone, the value was 2.45. Pony Lake fulvic acid, representing the most humified portion of

Figure 5. (a) Average values of Fluorescence Index (●, dash-dot line), Humification Index (○, dashed line) and Emission Maximum wavelength (□, solid line) values for each sampling period (error bars represent standard deviation). (b) Discharge flow rate (cubic feet per second, cfs) for Comal Springs, Comal County, Texas (solid line), and Palmer Drought Severity Index (PDSI) for Division 7 (as defined by the National Climate Data Center), Texas (dashed line), from 2005 through April 2009.
the DOM from a lake dominated by photosynthetic microbial activity, had a FI of 1.52. FI values for samples collected in May 2005 and January 2007 were the highest observed and were generally greater than 2, while those from June 2007, March 2008, and April 2009 were between 1.5 and 2. P-values determined for comparisons of HIX and $\lambda_{\text{Em, Max}}$ values for the May 2005, January 2007, and March 2008 sampling events were all $\geq 0.37$, while comparisons of those samples to the HIX and $\lambda_{\text{Em, Max}}$ from the June 2007 samples yielded P-values $< 0.001$. These results indicate that the fluorescent properties of the June 2007 samples were significantly different than the other sampling periods. For the FI data, the P-values were 0.37 between May 2005 and January 2007 and 0.50 between June 2007 and March 2008; all other comparisons had P-values between 0.01 and 0.12. These results indicate that there were not significant differences in FI among the different sampling times. While statistical testing was not possible for the April 2009 sample from the Paradise Alley well, it was very similar to the sample collected from that site in March 2008, but with a 40% lower HIX value.

Drought and Recharge Data

The PDSI values for Division 7 from May 2005 through April 2009 indicate that the region experienced variable drought conditions until August 2006 (Fig. 5b). Similar conditions also existed for Division 6 (data not shown). Lower discharge rates at Comal Springs and lower well levels at the Hondo Creek Index well (data not shown), corresponded with PDSI values that were indicative of drought conditions. From August 2006 until September 2007 the region experienced wetter conditions, leading to greater spring discharge and higher (positive) PDSI values. The summer of 2007 had the most intense wetting in both Divisions 6 and 7, and many places in the two regions experienced major flood events. Since September 2007, the Divisions have had lower PDSI values, indicating worsening drought conditions (Fig. 5b).

The net volume of water entering or being extracted from the Edwards Aquifer system was calculated from recharge and discharge estimates, as a way to assess whether net removal of water from the aquifer could exacerbate drought effects on the subsurface ecosystem. During 2005 and 2006, estimated net volumes of 33,551 and 69,692 hectare meter (272,000 and 565,000 acre-feet) of water were removed from the aquifer, respectively. In 2007, the aquifer system had a net estimated recharge of 153,446 hectare meter (1,244,000 acre-feet) of water. These estimates are consistent with trends in the PDSI, well level, and spring discharge data for the same periods.

Discussion

In this study, we set out to characterize the nature of CDOM in freshwater and saline water from the karstic Edwards Aquifer in Central Texas, both from the standpoint of understanding the relative contributions of terrigenous and autochthonous (e.g., microbial) CDOM to the aquifer, but also from the viewpoint of determining if there would be different CDOM sources because of variability in surface hydrology that could contribute to, or perturb, the aquifer ecosystem. We used fluorescence spectral characteristics of CDOM to characterize the relative contributions of organic matter into the Edwards Aquifer from May 2005 through April 2009. Regardless of being freshwater or saline water, the FI and HIX values determined for the water samples indicate that the CDOM present in the aquifer waters has a significant microbial component and does not possess a signature indicative of DOM dominated by soil or other surface sources. The high FI values indicate that most of the CDOM is likely of microbial origin, though some sites had values that suggest a mixture of terrestrial and microbial sources. The low HIX values from the water samples are consistent with fluorescent, water soluble, extracellular substances excreted by microorganisms or organic matter extracted from plant biomass and animal manure (Zsolnay et al., 1999; Ohno and Bro, 2006; Hunt and Ohno, 2007; Ohno et al., 2007). The lack of humification implies that much of the CDOM is labile and likely to be an active constituent in the local carbon cycle. This supports the suggestion by Simon et al. (2007) that there must be significant DOM processing in subsurface environments, as well as the results from Einsiedl et al. (2007) indicating that DOM transformation in karst is rapid and occurs on the order of decades, unlike many soil organic matter pools that persist for centuries (e.g., Trumbore, 1997).

Collectively, the results are not surprising, as CDOM in cave drip waters (e.g., Baker and Genty, 1999) has been linked to microbial activity and Goldscheider et al. (2006) recently concluded that DOM in karst lacked a significant plant- or soil-derived humic signature. However, in addition to the general indices, the overall patterns of CDOM fluorescence spectral features from our work suggest that recharge into different portions of the aquifer may have had a significant impact on the subsurface ecosystem. These results are unique. Samples from May 2005, January 2007, March 2008, and April 2009 were all from times of low recharge and regional drought (Fig. 5a–b) and shared similar humic-like spectral characteristics that had shorter maximum emission wavelengths, compared to spectra for reference humic substances like Suwannee River and Pony Lake fulvic acids (Fig. 3e–f). Hence, although the fulvic acid data do not necessarily differentiate between allochthonous or autochthonous DOM, we attribute the fulvic acid-like fluorescence to a humic substance that is primarily derived from heterotrophic processing of other types of DOM. The shorter wavelengths could also be due in part to the lack of exposure to solar radiation.

In contrast, nearly all of the June 2007 fresh and salinewater samples, which corresponded to a period of...
high precipitation and recharge to the aquifer (Fig. 5b), had intense tryptophan peaks and fluorescence intensities in the other peak areas that were comparable to those observed from the other sampling times. The signature indicates that there was an increase in microbial activity because of autochthonous DOM produced by chemolithoautotrophs, along with in situ heterotrophy, or because of a combination of in situ processes and surface infiltration. Based on the fluorescence spectra, any possible contribution of surf ace DOM appears to be small relative to the in situ production, as the average FI values from the June 2007 data set indicate persistent microbial CDOM influences (Fig. 5a). It is possible that an influx of water from the surface could have stimulated microbial activity because of nutrient input, leading to an increase in the observed intensity of a microbial CDOM signature. But, it seems unlikely that surface recharge would transport DOM with other dissolved nutrients to the sampled aquifer depths, so another possible explanation for the variability is that terrestrial organic carbon did infiltrate into the subsurface but that most of the DOM was sequestered in the epikarst and shallower portions of the aquifer. The results are not conclusive enough to support either explanation for the June 2007 data set, as it is possible that a combination of processes occurred concomitantly. The samples collected in March 2008 and April 2009 contained prominent tryptophan-like peaks with similar intensities to those from May 2005 and January 2007, as well as more pronounced features in the peak C area. The intensity of the biological peak could represent baseline microbial activity, although at a much lower level than observed in the June 2007 samples. The presence of the more pronounced peak C feature suggests that some terrestrial CDOM did enter the aquifer waters during the period of greater recharge (December 2006 through September 2007), which is consistent with the slightly lower FI values observed in the June 2007 and March 2008 datasets.

The average FI values were nearly constant throughout the entire sampling period because the relative distribution of allochthonous and autochthonous CDOM in the wells does not vary significantly. The implication is that, even when there is an influx of surface water, terrestrial CDOM is not likely to become the dominant DOM fraction in the aquifer waters (as sampled from the wells). The differences in spectral features and indices between the low and high recharge periods are directly related to the appearance of an intense tryptophan peak in most of the samples from June 2007. This spectral change could not be the result of wastewater contamination or some other surface source of amino acid fluorescence. We propose that the shift in CDOM fluorescence properties is due to changes in climatic conditions and related changes in the hydrological properties and ecological conditions in the aquifer at the wells and springs, which may lead to an increase in microbial activity in the aquifer. If this conjecture is correct, then these results support that cave and karst ecosystems, even at significant depth in karst aquifers, are influenced by disturbances such as recharge events.

Conclusions

Karst aquifers are an exceptional type of groundwater system where the subsurface can be in direct hydrological communication with the surface. However, based on this and other recent studies, it is becoming increasingly apparent that the link between the surface and subsurface may also be blurred in karst. The most significant finding from our study is that CDOM in the Edwards Aquifer groundwater carries a signature suggestive of being sourced primarily from microbial activity. We understand that aquifer recharge rarely occurs over the entire spatial scale of the recharge area, and therefore epikarstic flow in one area may rapidly flush through the system, whereas another part of the aquifer may receive less or no infiltration. This makes it difficult to estimate recharge, and so it is possible that we did not sample locations that might be influenced more directly by terrigenous organic matter contributions. There are also many questions related to how much material, including organic carbon, infiltrates into the Edwards Aquifer through the epikarst, or how organic matter is temporarily stored, and even retarded, in the unsaturated zone. The physical nature of the epikarst should cause highly variable flow path interconnectiveness, as well as geochemically diverse aqueous- and gas-phase input (Musgrove and Banner, 2004; Taucer et al., 2005). Consequently, ecosystems that develop in karst aquifers must sustain themselves through times of limited epikarstic input (i.e., recharge), as well as survive times of intense and extreme input.

Another important result from our study is that the persistent signatures of microbial CDOM in the aquifer call into question the dependence of karst aquifer ecosystems on terrigenous carbon because there may be processes interfering with communication with the surface, even following extreme recharge events. In the absence of significant contributions of allochthonous DOM and because photosynthesis is not possible in the aquifer, the source of CDOM that we identified is associated with microbial processing of (chemolitho)autotrophically-produced organic matter (Randall, 2006). Cave and karst waters can have high microbial cell abundances, and there has been significant effort to understand the types of microbial processes, including autotrophy, in cave and karst systems (e.g., Sarbu et al., 1996; Sarbu et al., 2000; Simon et al., 2003; Farnleitner et al., 2005; Goldscheider et al., 2006; Opsahl and Chanton, 2006; Simon et al., 2007; Porter et al., 2009), although not in the Edwards Aquifer (Engel and Randall, 2008). The issue of microbial contributions to the ecosystem carbon cycle may indicate a significant departure from our current understanding of karst aquifer ecosystem dynamics (e.g., Pronk et al., 2006),
whereby differences in the nature and composition of DOM between surface and karst groundwater have been attributed to retention (selective or not) of terrigenous DOM by soil as water percolates into the subsurface, biotic molecular transformation of terrestrial inputs, or in situ microbial production (e.g., Einsiedl et al., 2007). In conclusion, scientists who manage karst aquifers for water quality and resource allocation should consider future work developing methods to discriminate between differences in DOM due to epikarstic filtering and in situ primary productivity linked to microbial diversity.
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